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Journal off 
Fluids 

Engineering Editorial 

This is the annual report of the Technical Editor on the op
eration of this Journal. This report appears in every March 
issue and contains information on our efforts to disseminate 
more efficiently the archival material submitted by the authors 
and make it more accessible to our readership. This issue also 
contains a list of the papers published in different categories 
in the previous year and a list of all the reviewers who sup
ported our effort. Authors' indices appear in a cumulative form 
every five years. The last author index was published in Sep
tember, 1992 and was actually a ten-year index. The next will 
be a five-year index and will appear a year from now. 

The number of submitted papers has been on a monotonic 
increase for the past six years. It was possible for a while to 
secure commensurate increases for the number of allotted pages 
but the past two years saw only moderate improvement. This 
is because many libraries have discontinued subscriptions to 
periodicals and the ASME Publication Committee decided to 
follow a uniform conservative approach by limiting to total 
number of pages allotted to all journals. In terms of the num
ber of submitted papers, the Journal of Fluids Engineering 
ranks now second among all the ASME Transactions, but its 
net income has dropped to about the middle among the jour
nals, even though the number of subscriptions is the third high
est. Readers and authors of this Journal are kindly requested 
to check with their libraries and request that a library sub
scription be added, if not already there. The annual subscrip
tion for members of ASME is $40.00 and for nonmembers or 
libraries is $150.00. These are not too high, especially if com
pared to publications like the International Journal of Heat 
and Fluid Flow, Heat and Mass Transfer, or Multiphase Flow 
which charge $490.00, $1,841.00, and $947.00, respectively, 
for annual institutional subscriptions. 

With continuous increases in the number of submitted pa
pers and nearly leveling of the available space, our backlog 
has increased somewhat. This gave the opportunity to the Ed
itorial Board to raise the standards of the Journal. In the pro
cess we also reconsidered and slightly adjusted the criteria for 
acceptance. This minor change in the guidelines was essen
tially based on our interpretation of the concept of originality. 
With today's advances in computational methods and com
puting hardware, as well as today's power of instrumentation 
and laboratory automation, it is easier to carry out complex 
and sophisticated research. A lot of this work is being devel
oped independently of earlier contributions. In a sense, such 
work, as for example the development of a new Navier-Stokes 
solver, is original. But today, even though we often recognize 
the amount of effort involved, and the high quality of inde
pendent work required to produce the results, we are forced 
to apply stringent criteria to evaluate the originality of a con
tribution. These are essentially based on the principles that (i) 
a contribution to the archival literature should provide infor
mation and data on new physical phenomena or new methods 
of approach that further our knowledge in fluid mechanics and 

fluids engineering and that (ii) others should be able to employ 
this material in order to achieve further progress in the field. 

Other factors that are now influencing the criteria for ac
ceptance are the care in insuring good experimental accuracy 
and reducing numerical uncertainty as well as the proper and 
accurate reporting of the above. Guidelines on these issues have 
been outlined in the editorials of September, 1993 and Sep
tember, 1991. Since the publication of the latter, a number of 
comments on numerical uncertainty have appeared in the 
Technical Forum. Many opinions and concerns, both pro and 
con have been expressed. Suffice it to say here that this Ed
itorial Board will adhere as closely as possible to these guide
lines but on the other hand, both the editors and the reviewer 
will judge each contribution on its own merits. As Dr. Freitas 
proposes in his editorial that appears in this issue's Technical 
Forum, the time has come to move on. The present guidelines 
can be still discussed and ideas can be exchanged through the 
Journals Electronic Bulletin Board as explained later in this 
Editorial, but the community will be served better if we start 
a serious discussion of guidelines that will influence and con
trol the next generation of contributions. 

Our readers must have noticed that every other issue appears 
now in color. Unfortunately, the cost is carried by the authors 
but we are happy to report that we were able to reduce it fur
ther to a small fraction of what other journals charge for this 
service. 

Most recently, we were able to extend substantially the ser
vices offered by the Journal of Fluids Engineering and the 
Fluids Engineering Division. This was an expansion of our 
electronic on-line information service and was described in de
tail in the Editorial that appeared in the September 1994 issue. 
The first new development is an expansion of the scope of the 
JFE Data Bank to allow authors to deposit numerical data and/ 
or program listings of codes that are available to the public. 
Guidelines for this procedure were formulated by a subcom
mittee of the FED CFD Coordinating Group. Moreover, it is 
now possible to deposit color figures in the Data Bank. These 
figures will be accessed by the readers electronically in a way 
similar to the access of experimental data. We have also suc
ceeded in developing a method to store and play back short 
videos and this option should also be available to our read
ership. 

We have also established a Bulletin Board and an Infor
mation Board. The electronic board allows readers to offer dis
cussion on papers published in the Journal. Readers can log 
on to the Electronic JFE and open the Bulletin Board. They 
will then be prompted to open the file of a paper or an edi
torial. File names are simply the letters FN followed by the 
year (last two digits) and the first page of the paper. For ex
ample, a paper that appeared on page 57 in 1994 will have the 
file name FN94057. In each file, readers will find discussions 
of the paper of their interest. They can also add their own. 
Readers logging on to the Electronic JFE will be prompted to 
provide their name and e-mail address. In case a reader offers 
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a discussion for a paper, his or her contribution bounces back 
to his/her e-mail address to provide an opportunity for a final 
check. It is then automatically entered in the Bulletin Board. 
The Editor monitors the process. Readers are particularly in
vited to offer comments and suggestions to the editorials on 
experimental accuracy and numerical uncertainty as well as the 
comments that appeared later in the Technical Forum. Direc
tions on how to log on to the Electronic JFE always appear 
on the last page of each issue. 

The material added to the Bulletin Board will be retained 
for a few years but the contributing reader will always have 
the option to submit a discussion for publication in the Journal. 
Discussions and authors' responses contributed to the Bulletin 
Board will not be edited, but discussions submitted for pub
lication in the Journal will be reviewed and edited by the Ed
itorial Board according to a procedure established long ago. 

These services will eventually be turned over to ASME
NET, a new online network offering a variety of services to 
ASME members. However, for the time, being, this system 
cannot include figures or moving frames. We therefore de
cided to continue operating the Journal Data Bank at Va Tech 
for a while. We will also continue including the Bulletin Board 
in our Electronic JFE, to provide easier control by the Editorial 
Board. However, we will discontinue the listing of the FED 
Conference schedule in our Information Board, since this or 
at least a shorter version of conferences is already included in 

the information provided by ASME through ASMENET. For 
information about ASMENET the readers can contact Mark 
Laroche (Tel: 212-705-7177, e-mail: larochem@asme.org). 

Finally we should acknowledge the valuable contribution of 
two of our associate editors whose tenure has expired. They 
are (i) Dr. Ronald L. Panton in the area of fluid mechanics 
and (ii) Dr. Oktay Baysal in the area of computational fluid 
dynamics. We sincerely appreciate their hard work. We should 
also acknowledge the contributions of our reviewers. The names 
of the individuals who helped us out this year are listed in the 
last pages of this issue. 

Individuals have been nominated to serve three-year terms 
as associate editors. These and the areas they will be working 
on are: Dr. Promode R. Bandyopadhyay (Naval Undersea 
Warfare Center, Newport, RI) in the area of fluid mechanics; 
Professor Francesc Giralt (Universitat Rovira i Virgili, Tar
ragona, Spain) in the area of fluid mechanics; and Dr. Munir 
M. Sindir (Rocketdyne Division/Rockwell International, Can-
oga Park, CA) in the area of computational fluid mechanics. 
Dr. Michael W. Reeks was reappointed for an additional one 
year term and will continue to work in the area of multiphase 
flow. These nominations have been approved by the Executive 
Committee of the Fluids Engineering Division and their final 
approval by the ASME Board of Communications is pending. 

The Technical Editor 
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Questions in Fluid Mechanics 

Stokes' Hypothesis for a Newtonian, Isotropic Fluid 
Mohamed Gad-el-Hak* 

Is the second coefficient of viscosity equal to the negative 
two-third of the dynamic coefficient of viscosity? 

The short answer to the above question is no, not in general. 
Although the issues involved remain partially open, the pres
ent brief is an attempt to clarify some of the misconceptions 
and misuses embroiled in the subject of bulk viscosity. Con
sider the genesis of the query. 

To close the equations of motion for a continuum fluid, a 
relation between surface forces and the flow field is needed. 
A Newtonian fluid is that for which the stress tensor is as
sumed to be linearly related to the rate-of-strain tensor.^ The 
constant of proportionality between these two second-order 
tensors is in general a fourth-rank tensor: 

(1) 

where o-y is the stress tensor, cr-j' is the stress distribution that 
can exist in a resting fluid, Cy« are the 81 coefficients of pro
portionality, and eu is the rate-of-strain tensor. The residual 
stress term must be retained for fluids, while the corresponding 
term is dropped when deformable, compressible solids are 
considered (Eringen, 1980). In the theory of linear elasticity, 
the displacements are measured, by convention, from a state 
in which the body is at rest under zero body forces, and the 
residual stress term has no contribution to the equations of mo
tion. This is justified because any process which reduces the 
finite motion at a point to zero would not change perceptibly 
the thermodynamic state. For fluids, this is not necessarily the 
case. The total stress appears in the equations of motion of 
fluids, and it is therefore absolutely necessary to include of'. 

For fluids, both a^^^ and Cy^ vary with the thermodynamic 
state specified by, for example, the density and temperature. 
However, the residual stress must be the same regardless of 
the fluid state of motion, otherwise the assumed linear relation 
between o-y and Cu is violated. Since the stress force exerted 
across any element of a surface in a resting fluid is indepen
dent of the orientation of that element (see, for example, 
Batchelor, 1967), it follows that: 

T(0) = -p8,j (2) 
where p is a scalar, called hydrostatic pressure or simply pres
sure, and 8;i, is the Kronecker delta (the only isotropic second-
rank tensor). The pressure is one more unknown in fluid prob-

'Aerospace and Mechanical Engineering, University of Notre Dame, Notre 
Dame, IN 46556-5637. 

^The present brief does not deal with nonlinear, i.e., non-Newtonian fluids. 

lems, but the continuity equation, which has no counterpart 
in the theory of elasticity, provides an additional equation to 
close the problem. 

The lack of microscopic surface moments ensures that the 
stress tensor is a symmetric one. If the fluid is further assumed 
to have no preferred directions, i.e., isotropic fluid, those 81 
linear coefficients reduce to only two independent coefficients 
(for a proof, see, for example. Long, 1961; Aris, 1962): JJ, the 
dynamic coefficient of viscosity (shear), and A the second 
coefficient of viscosity (dilatational). Thus for a Newtonian, 
isotropic fluid: 

Wi dUA (dUj\ 
oTik = -pSit + fii-— + •— \ + A — S,i 

\dxi, dXif \dxj/ 
(3) 

where t/, is a velocity component in the jCj-direction. 
Continuum mechanics does not require any fixed relation

ship between the two coefficients of viscosity, and one must 
appeal to statistical mechanics, to macroscopic thermody
namics or, as a last resort, to experiments. The precise value 
of the second coefficient of viscosity is not needed for inviscid 
flows (both iM and A are assumed zero), for incompressible 
flows (V • U = 0), or when the boundary layer approximations 
are invoked (normal viscous stresses « shear stresses). On 
those special cases, the thrust of the present question is muted 
although the conceptual issues are always important. 

If we define the mean pressure P as the negative one-third 
of the sum of the three normal stresses (a tensor invariant), 
Eq. (3) yields: 

1 
P = - - (cr,, -t- (T22 + 0-33) = p A + - M ) ( V - U ) (4) 

The factor (A 4- 2/3JLI) is often termed the coefficient of bulk 
viscosity, although some textbooks mistakenly reserve this ter
minology for A itself. Physically, this factor is connected with 
the dissipation mechanism during a change of volume at a fi
nite rate. In other words, the bulk viscosity provides a damp-

'For compressible flows, if the density and internal energy, for example, are 
taken as the two independent intensive properties, then the intensive state of a 
simple thermodynamic system is fully specified. The pressure in that case is 
not an independent variable and follows from the appropriate equation of state. 
For a strictly incompressible fluid, on the other hand, the pressure does not 
influence the thermodynamic state and is formally an unknown mechanical force 
per unit area whose gradient, but not absolute value, could be determined from 
the equations of motion. 

''Of course mass is conserved whether the material is solid or liquid. The 
simplifications of the linear elasticity theory merely eliminate the need to con
sider explicitly the continuity equation. 
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ing of volumetric vibrations such as might occur during sound 
absorption. Equation (4) implies that, unless either (A + 2/3ja) 
or (V • U) is equal to zero, the mean (mechanical) pressure in 
a deforming viscous fluid is not equal to the thermodynamic 
pressure; more on this point later. The second law of ther
modynamics requires that both /j, and (A + 2/3/i,) be non-neg
ative. 

In 1845, Stokes simply assumed that (A -I- 2/3;a) = 0. ' The 
resulting negative value of A implies that the tension required 
to produce a specified proportional rate of stretching along one 
principal axis is reduced if the fluid is locally expanding. This 
could easily be seen if Eq. (3) is rewritten for / = fe = 1, for 
example: 

at/, /dUi dU2 duA 
an = -p + 2n— + \[— + — + — \ (5) 

Bxi \ t a i 0x2 ax-)/ 

If A is negative and (V • U) is positive, (TU necessary to produce 
a given rate of stretching dUi/dxi becomes smaller as the fluid 
dilation is intensified and/or as the absolute value of A is in
creased. 

Unfortunately, the above implication can neither be verified 
nor refuted with direct measurements. The bulk viscosity can 
be measured, albeit not very accurately, by the attenuation and 
dispersion of intense ultrasonic waves (in order to generate 
measurable effects). In order to satisfy the quasi-equilibrium 
approximation that requires the sound frequency to be small 
compared to the inverse of the molecular relaxation time, the 
high-frequency data are more often than not extrapolated to 
zero frequency resulting in considerable scatter. The second 
coefficient of viscosity may not even be a thermodynamic 
property, since available measurements indicate that A is fre
quency dependent. Nevertheless, reasonably accurate, high-
frequency acoustic absorption measurements, in conjunction 
with the standard low-frequency theory, do indicate that the 
Stokes' hypothesis is correct only for monatomic gases 
(Prangsma et al., 1973). 

Very recently, Emanuel and Argrow (1994) have proposed 
an alternative, still indirect, method for measuring the bulk 
viscosity. Their yet-to-be-demonstrated approach is particu
larly suited for dense polyatomic gases, where the density-based 
thickness of a shock wave is typically thousands of mean free 
paths. Emanuel and Argrow have shown analytically that the 
ratio (A -I- 2/3fi)//x is linear with the aforementioned thick
ness, which could readily be measured using the optical re
flectivity method or the electron-beam absorption technique.* 

Several controversies exist in the literature regarding the 
second coefficient of viscosity. First, does the kinetic theory 
of gases prove that the bulk viscosity is zero for a monatomic 
gas? Truesdell (1954) argues that this statement is an assump
tion of the theory and not a proof. On the other hand, the 
Chapman-Enskog expansion of the Boltzmann equation does 
yield a zero bulk viscosity for dilute gases without internal 
molecular structure (Chapman and Cowling, 1970). Further
more, acoustic attenuation measurements for inert gases sup
port this conclusion. Second, Karim and Rosenhead (1952) re
port on several sound-wave-attenuation measurements that yield 
a large, positive A for most liquids. Once again, Truesdell (1954) 
disputes the validity of these experiments (see also the exten
sive discussion on the general subject of bulk viscosity pro
vided under the leadership of Rosenhead, 1954). 

Should there be any significant difference between the me
chanical and thermodynamic pressures? This is an unsettling 
question, but the kinetic theory of gases offers some guidance 
(Hirschfelder et al., 1954; Vincenti and Kruger, 1965; Chap

man and Cowling, 1970). The mechanical pressure is a mea
sure of the translational energy of the molecules. The ther
modynamic pressure, on the other hand, is a measure of the 
total energy, which might include additionally vibrational and 
rotational modes and, for liquids and dense gases, intermo-
lecular attraction. For dilute monatomic gases, the transla
tional energy is the only mode of molecular energy. The me
chanical and thermodynamic pressures are, therefore, the same 
state variable and the bulk viscosity is zero as indicated earlier. 

For polyatomic gases, the mechanical and thermodynamic 
pressures are not necessarily the same. The bulk viscosity is 
expected to be important if the relaxation (or adjustment) time 
of the molecules is not small compared to the characteristic 
time of the flow. Consider, for example, the passage of a poly
atomic gas through a shock wave. Vibrational modes of mo
lecular energy are excited at the expense of the translational 
modes, and the nonzero bulk viscosity is a measure of the cor
responding transfer of energy. In this case, the gas within the 
shock is not in thermodynamic equilibrium, the bulk viscosity 
is proportional to the longer relaxation time for the relevant 
internal (nontranslational) modes to come to equilibrium, and 
the mechanical pressure is no longer equal to the thermody
namic pressure. 

Classical kinetic theory is, of course, not applicable to liq
uids and dense gases. The bulk viscosity for those situations 
is determined primarily from experiment and is found, despite 
the considerable scatter in the data, to have a finite positive 
value. The dense gas theory (Chapman and Cowling, 1970) 
provides some support for this result. 

Emanuel (1990) has recently pointed out that reliance on 
Stokes hypothesis may not always be warranted. He cites the 
example of hypersonic entry into certain planets where the at
mosphere consists largely of carbon dioxide.' In such cases, 
lack of knowledge of A might be especially detrimental to the 
accurate computations of relevant engineering quantities such 
as the skin friction or heat transfer rate. 

From room temperature acoustic attenuation data, Tisza (1942) 
has concluded that the bulk viscosity (A -I- 2/3/u.) for CO2 is 
three orders of magnitude larger than its first viscosity coef
ficient fi. Truesdell (1953) concurs with this result. Acoustic 
attenuation and other processes in gases with internal molec
ular structure can involve thermodynamic nonequilibrium as 
indicated earlier, and such effects may be modeled by a finite 
bulk viscosity as was done by Emanuel (1990) for a relaxing 
polyatomic gas. 

By including a nonzero bulk viscosity as a correction term 
in a general, nonsimilar formulation of hypersonic laminar 
boundary layers, Emanuel (1992) has computed (for the class 
of planetary problems cited earlier) a heat transfer rate well in 
excess of that based on Stokes' hypothesis prediction. There 
is also an effect on the pressure which changed measurably 
across the wall layer, in contradiction to a key result of clas
sical boundary layer theory. No significant effect on the skin 
friction was reported. 

In summary, much confusion still remains in the literature 
150 years after Stokes assumed that the bulk viscosity is zero. 
In general, it is not. The thermodynamic and mechanical pres
sures differ when the fluid undergoes nonequilibrium ther
modynamic processes. Considerable scatter is present in ex
isting data, and it is hoped that future experiments would provide 
more accurate estimates of the bulk viscosity for liquids and 
polyatomic gases. 

The author would like to acknowledge the fruitful discussion 
with Professor George Emanuel, the University of Oklahoma, 
who has pointed out to me several valuable references, and to 
thank the three anonymous reviewers who gently showed me 

An alternative statement of Stokes' hypothesis is that the average normal 
viscous stress is zero. 

În an unpublished report (not cited by Emanuel and Argrow, 1994), Fred
erick S. Sherman might have been the first to use shock thickness data to es
timate the second coefficient of viscosity of nitrogen (NACA TN 3298, 1955). 

In a boundary-layer formulation, the bulk viscosity has a third-order effect. 
In order to demonstrate a measurable effect, Emanuel chose the extreme ex
ample of hypersonic flow of a gas with a very large bulk viscosity. 
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how little I knew about this rich subject. My colleague at Notre 
Dame, Professor Joseph M. Powers, has read the manuscript 
at several stages of its development. The comments made by 
all five contributed significantly to the present version of my 
unanswered question in fluid mechanics. 
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Comments on the Policy Statement on Numerical Accuracy 

Journal of Fluids Engineering, Vol. 115, 1993, pp. 339-340 
B. P. Leonard' 

The Journal of Fluids Engineering Editorial Policy on nu
merical accuracy has sparked some lively debate, both in and 
out of print. This, in itself, is a positive development, as an
ticipated by the editors (Freitas, 1994). One of the more con
troversial aspects of the Policy is the effective "banning" of 
largely first-order-based methods. Since I was involved in the 
latter stages of the drafting of the Policy, and have been ad
vocating a halt to the use of first-order methods for about twenty 
years, I would like to make a few comments in support of this 
aspect of the Policy. In an ideal world, I would agree with 
Professor Ferziger (1994) that we should not mandate the ex
clusion of any particular technique; referees should be able to 
filter out the "foolishness." But first-order methods are cur
rently so wide-spread that "drastic" measures seem to be called 
for. (In an ideal world, one might expect automobile drivers 
to act wisely; in reality, rules of the road are needed to deter 
foolishness.) 

Twenty-odd years ago, first-order methods could be of use 
in giving semi-quantitative results that enhanced understanding 
of fluid processes. My first encounter with CFD involved a 
simulation of a magnetic shock tube (Schneider et al., 1971). 
As an initial attempt at understanding this problem, we pur
posely made use of the inherent artificial viscosity of a first-
order convection scheme to replace the rather complex trans
port processes within the shock and magnetic piston. The results 
were good enough for the experimentalists to be able to iden
tify what they were measuring. [We jokingly referred to this 
as the "good-enough" method, not realizing the close rela
tionship to an earlier (and subsequently very well-known) first-
order "shock-capturing" method of a similar sounding name 
(Godunov, 1959).] Today, this paper would not be acceptable 
for publication in the Journal of Fluids Engineering. But a 
modem simulation would use a higher-order nonoscillatory 

'Center for Computational Mechanics, The University of Akron, Akron, OH 
44325-3903. 

method together with some simple (e.g., constant) effective 
viscosity (diffusivity) model. The results might be almost 
identical, but the philosophy is significantly different: we (rather 
than the grid-dependent differencing scheme) are controlling 
the transport model. 

The problem with first-order-based methods is not just that 
they are somewhat less accurate than higher-order methods 
(actually, they are incredibly less accurate). More significant 
is the fact that they are not simulating the correct physical 
problem. The inherent artificial viscosity (diffusivity) of first-
order upwinding (proportional to the local velocity and the mesh 
size) is well known and well documented. Why do people con
tinue to use first-order-based methods? Apparently because of 
the philosophy that "any solution is better than none." As has 
been pointed out (Ferziger, 1993), this is a potentially "dan
gerous" attitude—one that needs to be countered with some 
common sense "rules of the road." First-order-based methods 
are typically used in high-convection flow regimes—involving 
very high grid Reynolds (Peclet) numbers—for which "clas
sical" central-difference (or equivalent finite-element or finite-
volume) schemes often blow up! The first-order simulation is 
equivalent to a central-difference simulation of a nonphysical 
problem in which the component grid Reynolds (Peclet) num
bers are artificially manipulated and never allowed to exceed 
2.0. This, of course, is (fairly) well known for schemes using 
first-order upwinding for convection together with central 
methods for diffusion. It also applies, however, to the popular 
Hybrid schdme (Spalding, 1972), the even more popular power-
law scheme (Patankar, 1980), and the exponential-differencing 
scheme on which they are based (Allen and Southwell, 1955), 
when these methods are used out of the rather restrictive con
text for which they are valid (steady, quasi-one-dimensional, 
source-free flow, closely aligned with a grid coordinate). The 
most common misapplication of exponential-based schemes is 
to multidimensional flows oblique or skew to the grid. This 
introduces massive artificial "cross-wind" diffusion. Typi-
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how little I knew about this rich subject. My colleague at Notre 
Dame, Professor Joseph M. Powers, has read the manuscript 
at several stages of its development. The comments made by 
all five contributed significantly to the present version of my 
unanswered question in fluid mechanics. 
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The Journal of Fluids Engineering Editorial Policy on nu
merical accuracy has sparked some lively debate, both in and 
out of print. This, in itself, is a positive development, as an
ticipated by the editors (Freitas, 1994). One of the more con
troversial aspects of the Policy is the effective "banning" of 
largely first-order-based methods. Since I was involved in the 
latter stages of the drafting of the Policy, and have been ad
vocating a halt to the use of first-order methods for about twenty 
years, I would like to make a few comments in support of this 
aspect of the Policy. In an ideal world, I would agree with 
Professor Ferziger (1994) that we should not mandate the ex
clusion of any particular technique; referees should be able to 
filter out the "foolishness." But first-order methods are cur
rently so wide-spread that "drastic" measures seem to be called 
for. (In an ideal world, one might expect automobile drivers 
to act wisely; in reality, rules of the road are needed to deter 
foolishness.) 

Twenty-odd years ago, first-order methods could be of use 
in giving semi-quantitative results that enhanced understanding 
of fluid processes. My first encounter with CFD involved a 
simulation of a magnetic shock tube (Schneider et al., 1971). 
As an initial attempt at understanding this problem, we pur
posely made use of the inherent artificial viscosity of a first-
order convection scheme to replace the rather complex trans
port processes within the shock and magnetic piston. The results 
were good enough for the experimentalists to be able to iden
tify what they were measuring. [We jokingly referred to this 
as the "good-enough" method, not realizing the close rela
tionship to an earlier (and subsequently very well-known) first-
order "shock-capturing" method of a similar sounding name 
(Godunov, 1959).] Today, this paper would not be acceptable 
for publication in the Journal of Fluids Engineering. But a 
modem simulation would use a higher-order nonoscillatory 
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method together with some simple (e.g., constant) effective 
viscosity (diffusivity) model. The results might be almost 
identical, but the philosophy is significantly different: we (rather 
than the grid-dependent differencing scheme) are controlling 
the transport model. 

The problem with first-order-based methods is not just that 
they are somewhat less accurate than higher-order methods 
(actually, they are incredibly less accurate). More significant 
is the fact that they are not simulating the correct physical 
problem. The inherent artificial viscosity (diffusivity) of first-
order upwinding (proportional to the local velocity and the mesh 
size) is well known and well documented. Why do people con
tinue to use first-order-based methods? Apparently because of 
the philosophy that "any solution is better than none." As has 
been pointed out (Ferziger, 1993), this is a potentially "dan
gerous" attitude—one that needs to be countered with some 
common sense "rules of the road." First-order-based methods 
are typically used in high-convection flow regimes—involving 
very high grid Reynolds (Peclet) numbers—for which "clas
sical" central-difference (or equivalent finite-element or finite-
volume) schemes often blow up! The first-order simulation is 
equivalent to a central-difference simulation of a nonphysical 
problem in which the component grid Reynolds (Peclet) num
bers are artificially manipulated and never allowed to exceed 
2.0. This, of course, is (fairly) well known for schemes using 
first-order upwinding for convection together with central 
methods for diffusion. It also applies, however, to the popular 
Hybrid schdme (Spalding, 1972), the even more popular power-
law scheme (Patankar, 1980), and the exponential-differencing 
scheme on which they are based (Allen and Southwell, 1955), 
when these methods are used out of the rather restrictive con
text for which they are valid (steady, quasi-one-dimensional, 
source-free flow, closely aligned with a grid coordinate). The 
most common misapplication of exponential-based schemes is 
to multidimensional flows oblique or skew to the grid. This 
introduces massive artificial "cross-wind" diffusion. Typi-
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cally, the (expensively calculated, multi-equation) turbulence 
transport is (actually or effectively) switched off above com
ponent turbulent grid Reynolds (Peclet) numbers of 2 in the 
case of Hybrid or about 6 for power-law or the exponential 
scheme itself (Leonard and Drummond, 1995), being replaced 
by the inherent artificial numerical diffusion of the first-order-
upwind convection term. In such cases, expensive turbulence 
modelling is being used as a diagnostic to switch itself off! 
No wonder simulations are often rather insensitive to the tur
bulence model. 

It appears that, under normal conditions, most people would 
intuitively prefer to use "central" methods (since these work 
perfectly well for diffusion, wave-motion, conductive heat-
transfer, and solid mechanics—all involving even-order spatial 
derivatives). But when faced with the "difficulties" of high-
convection problems (e.g., an obviously unphysically wiggly 
solution or no solution at all), there is a tendency to fall back 
on gratifyingly stable first-order-based methods. In the case of 
convection (an odd-order spatial derivative), there is a need 
for a fresh, unbiased attitude. 

If one takes a finite-volume approach to designing algo
rithms, convective fluxes are seen to involve a natural upwind 
bias. It turns out that in order to construct a "central" con
vection scheme, one needs to assume a downwind bias in the 
subcell behavior of the transported variable (Leonard, 1994) 
in order to "cancel" the natural upwinding. In other words, 
designing centered or symmetric convection schemes requires 
a velocity-direction-dependent decision regarding the subcell 
interpolation. Velocity-direction-independent subcell interpo
lation corresponds to (naturally) upwinded schemes. First-or
der upwinding results from assuming piecewise constant sub-
cell behavior; higher-order upwind methods result from assuming 
higher-order velocity-direction-independent subcell behavior. 
When this is realized, one sees that there is something "un
natural" about central convection schemes—no wonder they 
cause trouble! Natural upwind schemes for convection are (or 
should be) intuitively more attractive. Unfortunately, the sim
ple first-order scheme is quite plainly too diffusive for prac
tical use. One should then look at higher-order (natural) up
wind schemes. Fromm's method, for example (Fromm, 1968), 
is the simplest second-order convection scheme based on ve
locity-direction-independent linear subcell interpolation; the 
shape-preserving version known as MUSCL (van Leer, 1973) 
is probably the most successful all-round nonoscillatory scheme 
using classical TVD constraints (Sweby, 1984). 

The point that I think needs to be stressed is that convection 
is "special." Rather than being intuitively drawn toward cen
tral schemes (and then, when they don't work, being shocked 
into using an unsatisfactory alternative), one should be sus
picious of "central" convection schemes (even before trying 
to use them). Then, taking a fresh look at appropriate (natural 
upwind) options, one can make rational choices. First-order 
can be quickly evaluated—and discarded because of its over
whelming inherent artificial diffusion. Higher-order (natural 
upwind) schemes are quite practical. My own preference is for 
nominally third or higher odd-order upwind schemes. For ex
ample, third-order upwinding is the lowest order convection 
scheme for which leading truncation error is dissipative (rather 
than dispersive) but not diffusive. Second-order upwinding, by 
the way, represents "upwind overkill": in addition to the nat
ural upwinding inherent in the convective fluxes, the subcell 
behavior also has an upwind bias. Until the general CFD com

munity appreciates the distinctive nature of convection, and 
this applies especially to the younger generation of computa-
tionalists who might be particularly susceptible to the lure of 
first-order-based methods, it seems prudent to take special pre
cautions in a publishing policy. The explicit exclusion of largely 
first-order-based methods seems entirely appropriate (and 
somewhat overdue). 

One final thought, in the interest of promoting further de
bate: in general, it seems that there is no such thing as a grid-
independent solution (of a nontrivial CFD problem) showing 
first-order convergence. By its very nature, the artificial nu
merical diffusion is grid-dependent. The grid therefore needs 
to be refined until the artificial diffusion is negligible (within 
the prescribed tolerance) with respect to physical diffusion. With 
diffusion terms dominant, the convergence rate will follow a 
second- (or higher even-) order trend. 

The Editorial Board is to be congratulated on a bold policy. 
This may, at first, reduce the number of submitted manu
scripts—probably a good thing, judging by recent trends (Te-
lionis, 1994). But it will certainly enhance the prestige of the 
journal. Note that ASME conference organizers are now re
quiring submitted (CFD) papers to conform to JFE criteria, as 
well. Other journals and conference organizers, whose repu
tations are based on "quality," cannot afford not to adopt sim
ilar policies. 
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Toward a Numerical Error Bar in CFD 
George Em Karniadakis' 

Over the last year I have followed with great interest the 
discussion on the Policy Statement on the Control of Numer
ical Accuracy as presented by the Coordinating Group on 
Computational Fluid Dynamics (CGCFD), as well as the fol
low-up responses by several researchers involved in CFD work. 
The editorial authored by Dr. C. J. Freitas in the Journal of 
Fluids Engineering (JFE) (Vol. 115, p. 339) and the responses 
by Dr. Shy and Dr. Sindir, Dr. Vanka, and Dr. Roache in 
JFE, Vol. 116, focused on the issue of first versus second-
order spatial accuracy and the actual obtained accuracy in a 
given simulation versus the formal accuracy of the numerical 
scheme. In general, I support the new policy and I agree with 
Dr. Freitas's statements. Dr. Roache, Dr. Ghia, and Dr. White 
boldly introduced this policy on numerical accuracy in 1986. 
However, such a policy has to be updated at least once every 
decade to accommodate software and hardware advances as 
well as current interest in different classes of flow simulations. 
Therefore, the effort of CGCFD is timely and should be sup
ported by the entire CFD community. 

This letter aims to put more emphasis on the accuracy re
quirements of time-dependent computations. The new JFE 
guidelines (JFE, Vol. 115, p. 340) make reference to this in 
item 6: "In transient calculations, phase error must be assessed 
and minimized." It is clear from the number of papers sub
mitted to JFE and other journals that the number of numerical 
works that deal with time-dependent calculations has increased 
significantly in recent years. This includes papers not only on 
DNS and LES but also papers where the Reynolds averaged 
equations are used to deal with the large-scale unsteadiness of 
a flow. For a meaningful time-dependent simulation a long
time integration is required that typically extends over hundreds 
of time periods (e.g., vortex shedding cycles), especially if 
low frequencies are present. The same is true for turbulence 
simulations where statistics need to be computed over a very 
long time period. 

Thus, we must ask how long-time integration relates to the 
formal order of accuracy of a numerical scheme, and what is 
the corresponding computational cost? Consider the convec
tion of a waveform at a constant speed. Let us now assume 
that there are A?'** gridpoints required per wavelength to reduce 
the error to a level e, where Ic denotes the formal order of the 
scheme. In addition, let us assume that we integrate for M time 
periods. We can neglect temporal errors €(At) (•where J is the 
order of the time-integration) by assuming a sufficiently small 
time step At. We wish to estimate the phase error in this sim
ulation for second-A^'^', fourth-A^''", and sixth-Af""' order finite 
difference schemes. Obviously, a first-order scheme is entirely 
inappropriate for this application and should not be used even 
if the JFE guidelines were not implemented! 

The following results can be obtained from this analysis fol
lowing the work of Kreiss (1978). Assuming an "engineering 
accuracy" of e = 10 percent we obtain: 

A: '2 'OC20M' /^ Af'"'OC TM""*; A?'*>a5M'/^ (1) 

We therefore see that the required resolution depends on the 
number of time periods M, and that the lower the order of the 
scheme is the stronger that dependence. To compare the cor
responding computational cost IV**', we have to take into ac
count that higher-order schemes have wider stencils and thus 
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higher operation count. For this particular example, we find 
that the work to achieve the 10 percent accuracy is: 

lV'^'oc20M'/^ ly'"* oc UM'/"; IV*'''K 15M'/^ (2) 

where the superscripts on W refer to the order of the scheme. 
This comparison favors the fourth-order scheme for short times 
(M oc 0(1)) over both the second-order as well as the sixth-
order scheme. However, for long-time integration (M « 0(100)), 
even for this engineering accuracy of 10 percent, the sixth-
order scheme is superior as the corresponding operation count 
W*''' is about 6 times lower than the operation count of the 
second-order scheme W* '̂, and half the work of the fourth-
order scheme W'-*\ Of course, in practical simulations the time 
step restriction must be taken into account since typically the 
low-order scheme would correspond to fewer time steps. In 
that case the time differencing error should be monitored and 
a more elaborate analysis of break-even points would perhaps 
influence slightly the final the choice of the best-order scheme. 
Thus, the trend that we have established between resolution 
requirements and formal accuracy order is still valid for en
gineering accuracy despite, perhaps, our perception of the op
posite! For an accuracy of 1 percent in the solution of this 
convection problem, the sixth-order scheme is superior even 
for short time integration. For example, for one time period 
(e.g., M = 1) the sixth-order scheme costs about 37 percent 
of the second-order scheme and 90 percent of the fourth-order 
scheme. In the limit of very high accuracy and long-time in
tegration, spectral based algorithms are computationally more 
efficient. 

In a multi-dimensional time-dependent computation there are, 
of course, many other factors that have to be taken into ac
count, including the complexity of the geometry, the smooth
ness of the solution, etc. Nevertheless, a thorough analysis of 
a simulation problem should involve, in my opinion, using not 
only computations on multiple grids as suggested in the edi
torial of Dr. Freitas, but also an analysis of variable order sten
cils for a single grid. In a finite element discretization scheme, 
this variable order of formal accuracy can be achieved in the 
(h - p) version through the so-called p-refinement. In other 
words, the mesh (consisting of a number of elements) remains 
unaltered but the interpolation order is increased by adjusting 
the Lagrangian polynomial interpolants. This p-refinement can 
also be achieved in finite difference schemes by using a higher-
order interpolation on the same nodes used for the second-
order scheme. The difficulties arising by employing long sten
cils can be overcome by constructing implicit differencing 
schemes to provide the required compactness. The use of mul
tiple grids corresponds to an "^-refinement" (in the finite ele
ment terminology) and improves convergence at a fixed rate; 
however the/j-refinement, that I propose here, improves con
vergence at a faster rate without having to generate a new mesh. 
The benefits of the latter approach are even more evident in 
simulations involving adaptive discretization. In a well planned 
simulation, an /r-refinement will be performed first followed 
by a p-refinement for faster convergence. 

Having established the spatial resolution requirements and 
corresponding temporal resolution requirements, the numerical 
accuracy of the scheme can be credibly established. An indi
rect way to check the overall accuracy of a Navier-Stokes sol
ver that accounts collectively for discretization errors (includ
ing boundary conditions errors) may be a test for small residuals 
of conservation laws, which are not directly employed in the 
solution procedure. For example, in solutions of Navier-Stokes 
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equations in terms of the primitive variables (e.g., velocity and 
pressure), a residual test can be performed for the vorticity 
equation and the result should be compared to the residual in 
the momentum equation. This can be done globally over the 
entire computational domain, locally over subdomains (e.g., 
finite elements or collection of difference stencils) or even 
pointwise. Having quantified the discretization errors, a nu
merical error bar can be constructed even for a calculation that 
does not resolve all scales at a prespecified accuracy. There 
are many instances where a computation is performed with the 
required computational cost exceeding the available resources; 
therefore computations at marginal resolution are often per
formed. Having an estimate of the numerical error attached to 
those computations may make the corresponding results useful 
and time lasting. 

The discussion above has focused on discretization errors; 
however, spatial and temporal errors are only part of a nu
merical error bar. Even if we assume that we know the precise 
constitutive laws and thus the corresponding governing equa
tions so that modeling errors can be avoided, there are other 
errors that may be as significant and perhaps less controllable 
than discretization errors. Errors due to the limited size of the 
computational domain may be the most significant ones and 
are usually very difficult to detect, especially for external flows. 
The size of the computational domain is typically based on 
correlation lengths obtained experimentally but most often, in 
practice, it is dictated by the limited computational resources 
available to a researcher. The blockage effect in flow past a 
cylinder in a narrow domain or the underestimated turbulence 
intensities in a small channel flow cause errors of order more 
than 10 percent and mask the errors due to marginal resolution. 

An example which demonstrates the combined effect of the 
size of the domain and the different type of boundary condi
tions is shown in Fig. l(ab) for the two-dimensional flow past 
a circular cylinder at relatively low Reynolds number. Here 
we plot simulation results for the Strouhal number (a) and the 
base pressure coefficient (b) along with experimental data taken 
from Williamson and Roshko (1990). Data from 16 different 
simulations are included at Re = 100 corresponding to either 
uniform freestream, potential, or periodic boundary conditions 
as well as different sizes of the domain in all directions. Po
tential flow boundary conditions, for example, imposed at the 
truncated boundaries on a medium size computational domain 
give as accurate results as freestream boundary conditions at 
a much larger and therefore more "expensive" domain. Details 
of these computations can be found in Kamiadakis and Trian-
tafyllou (1992), but the point that I want to emphasize here is 
that the effect of resolution tests (assuming a reasonable initial 
discretization) is about 2 percent compared to a 20 percent 
effect of domain and boundary conditions. There will never, 
perhaps, be a sufficiently large domain to completely eliminate 
these errors, in the same way that there will never be a wind 
tunnel with a large enough test section. However, quantifying 
and accounting for those errors in a composite simulation error 
bar will provide confidence in the results obtained in simula
tions on domains of limited size or with outflow-type boundary 
conditions. 

In summary, I support and have been a long time advocate 
of high-order accuracy for CFD applications. Dr. Freitas and 
all members of CGCFD are to be commended for following 
the vision of the originators of the policy, Dr. Roache, Dr. 
Ghia, and Dr. White, to provide a more appropriate policy for 
the coming decade. I hope that my comments in this article 
point to the need of high-order spatial accuracy especially for 
simulations of unsteady flows involving long-time integration, 
and motivate some more thinking toward the construction of 
a numerical error bar. Based on the discussion here, my pro
posed numerical error bar will then consist of spatial errors of 
magnitude €(Ax)'', temporal errors €(Aty, errors due to a size 
restriction in the computational domain, and errors due to 

Flow Past a Cylinder 

0.16 

0.12 

100 150 200 250 300 350 
Re -

Fig. 1 Spectral element simulation of flow past a circular cylinder and 
comparisons with experimental results of Williamson and Roshko (1990). 
A large domain with fine resolution is used for the simulations denoted 
by • In (a) and ® In {b). The boxes at Re = 100 Include several sim
ulations performed with smaller domains and different type of bound
ary conditions. Details of the simulation can be found in Karnladakis 
and Triantafyilou (1992). 

Simulation-Error Bar 

m e^o ^ boundary conditions 

e^ =^ computational domain size 

e, => temporal errors 

e^ => spatial errors 

Fig. 2 The proposed numerical error bar includes resolution errors as 
well as errors due to boundary conditions and computational domain. 
This error bar Is representative of simulations described in Fig. 1. 

boundary conditions of predominantly outflow-type. This is 
shown diagrammatically in Fig. 2 following the results of the 
simulations of Fig. 1. 
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The End of Justiflcation, The Beginning of Implementation 
Christopher J. Freitas' 

Dr. Kamiadakis has provided further technical justification 
for the Journal of Fluids Engineering'& Policy Statement on 
the Control of Numerical Accuracy. The concept of a Nu
merical Error Bar is an excellent idea. However, to support 
the implementation of such an error bar we must continue to 
define methods for the quantification of all sources of error. 
The policy statement identified five different sources for nu
merical error; i.e., one each due to spatial and temporal trun
cation, one due to grid resolution, one due to iterative con
vergence, and one due to implementation of boundary and initial 
conditions. These five sources of error are present, to varying 
degrees, in any simulation (and there may be other error gen
erating mechanisms not covered by these five). But, what we 
presently lack are techniques for evaluating the magnitude of 
these errors and presenting them in a uniform or standard man
ner. The Numerical Error Bar would be a way to report the 
magnitude of error in a standard manner, and once a consistent 
set of error evaluation techniques were present, I would rec
ommend the use of the Numerical Error Bar by the Journal of 
Fluids Engineering. 

One consequence (that I had hoped for) resulting from the 
new policy statement on numerical accuracy has been the lively 
debate over the merits of such a policy for policing archival 
publications of CFD related papers. Now that the dust has be
gun to settle and the Journal has begun implementing the pol
icy, it would be a better use of all our energies to begin to 
develop and refine methods for quantifying numerical accu
racy. To date, two methods have been proposed to aid in the 
quantification of error. Both methods were proposed in papers 
presented at the ASME Symposium on Quantification of Un-
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78228-0510. 

certainty in Computational Fluid Dynamics. Ferziger (1993) 
proposed the use of Richardson extrapolation as a method for 
calculating a simulation's accuracy, while Roach (1994) de
veloped the Grid Convergence Index. Another method for cal
culating simulation accuracy and eluded to in the policy state
ment and discussed further by Dr. Kamiadakis, is the adaptation 
of methods employed by adaptive solution techniques for eval
uating local error to the evaluation of global error, allowing 
for a dynamic evaluation of simulation accuracy. These are 
but a few of the methods that may be employed to evaluate 
numerical uncertainty, but all still require further development 
and refinement before we can implement them in the Numer
ical Error Bar. 

Over a year has now passed since the publication of the pol
icy statement. It is time to begin (or continue) the arduous task 
of formulating methods which allow for an honest evaluation 
of a simulation's accuracy. An ASME Fomm is currently 
planned to focus on the Grid Convergence Index as one method 
for such an evaluation. Other fomms should and will be or
ganized by the Coordinating Group on CFD to examine other 
candidate methods. And, through the Journal of Fluids En
gineering's Technical Forum, the debate will continue, but 
perhaps now focused on the methodology for and not the con
cept or merit of quantification of numerical uncertainty. 
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Pratap Vanka' 

The idea proposed in George's note concerning an error bar 
in CFD is intriguing and it would be interesting to see how 
one can quantify such errors in a complex calculation. I am 
also concerned that there will again be a trend to quote in
correct values for such limits by performing inadequate tests 
(either discretization error tests, or boundary condition influ
ence tests). Providing error bars can be very tricky as some
times two errors can cancel each other. That does not remove 
the need for an accurate investigation of each error. 

University of Illinois at Urbana-Champaign, Urbana, IL. 

I agree with George that the preferred method of choice may 
be one based on spectral discretizations. However, one must 
realize that many ASME papers are concerned with complex 
geometries and in many cases only direct steady state solutions 
are sought. While I see the potential for spectral domain or 
spectral element methods to eventually come to the point of 
replacing current finite-difference and finite-element methods 
in performing practical calculations, it has not yet happened. 
Until then, we must insist on accurate finite-difference/finite-
volume/finite-element calculations and make whatever poli
cies that will achieve such a goal. 
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Numerical Investigation of 
Unsteady Transitional Flow 
Over Oscillating Airfoil 
A numerical investigation of unsteady transitional flow over an oscillating NACA 
0012 airfoil at a Reynolds number of 44,000 and reduced frequency of 0.2 is carried 
out and the results are compared with experimental data. The Navier-Stokes equa
tions defined on arbitrary Lagrangian-Eulerian coordinates are solved by a time-
accurate finite volume method that incorporates an incremental pressure equation 
for the conservation of mass. The transitional turbulence field is described by mul
tiple-time-scale turbulence equations. The numerical method successfully predicts 
the large dynamic stall vortex (DSV) and the trailing edge vortex (TEV) that are 
periodically generated by the oscillating airfoil. The numerical results show that the 
transition from laminar to turbulent state and relaminarization occur widely in time 
and in space. The calculated streaklines and the ensemble-averaged velocity profiles 
are in good agreement with the measured data. 

1 Introduction 

Fluid flows over lifting surfaces beyond stall angles of at
tack exhibit largely separated and recirculating unsteady mo
tion. Such fluid flows can be found in helicopter rotor blades, 
fluttering compressor blades, and lifting devices of rapidly ma
neuvering aircraft. A number of experimental and numerical 
investigations of fluid flows over oscillating airfoils have been 
made in recent years to better understand the unsteady flows 
in such engineering applications. Compilation of all these ef
forts is not intended in this paper and only a few investigations 
relevant to or contrasted to the present numerical investigation 
are described below. 

Measured data for high Reynolds number unsteady flows 
over oscillating airfoils can be found in McAlister et al. (1979, 
1982) and those for a low Reynolds number case can be found 
in Panda and Zaman (1992). Numerical investigations of the 
high Reynolds number flow cases using the Baldwin-Lomax 
algebraic turbulence model or k-e turbulence models can be 
found in Wu et al. (1987, 1990), Rumsey and Anderson (1988), 
and Cricelli et al. (1992). In these numerical investigations, 
either an alternating-direction-implicit scheme or a flux vector 
splitting scheme is used to solve the Navier-Stokes equations 
and the moving mesh is implicitly taken into account through 
the use of time-varying grid transformation Jacobians. On the 
other hand, in the present method, the time-varying grid is 
treated explicitly by solving the Navier-Stokes equations de
fined on arbitrary Lagrangian-Eulerian coordinates (Truesdell 
andToupin, 1960; Doneaet al., 1982; Belytschkoet al., 1982) 

Contributed by the Fluids Engineering Division and presented at the ASME 
Fluids Engineering Conference, Symposium on Separated Flows, Washington, 
D.C., June 20-24, 1993. Manuscript received by the Fluids Engineering Di
vision August 6, 1993; revised manuscript received August 30, 1994. Associate 
Technical Editor: W. S. Saric. 

and the transitional turbulence field is described by the mul
tiple-time-scale turbulence equations (Kim, 1990a, 1990b, 
1991a; Kim and Benson, 1992a, 1993a). Both numerical 
methods can accurately take into account the moving mesh in 
numerical calculations, and the preference is made by the char
acteristics of each numerical method used. Experience ob
tained by many numerical analysts shows that various ad
vanced turbulence equations can be incorporated more easily 
into the present class of numerical methods due to their iter
ative nature as compared with the other classes of numerical 
methods. For the high Reynolds number, unsteady flows over 
oscillating airfoils considered in the experimental work of 
McAlister et al. (1979, 1982), transition from laminar to tur
bulent state may exist only near the leading edge of the airfoil. 
However, for the low Reynolds number case considered in the 
experimental work of Panda and Zaman (1992), transition from 
laminar to turbulent state and relaminarization occur widely in 
space and in time. For the Baldwin-Lomax algebraic turbu
lence model, it is necessary to provide a cut-off ratio of the 
turbulent viscosity to molecular viscosity to solve transitional 
flows (Ameri et al., 1992). While the use of such an arbitrary 
cut-off ratio is not necessary for k-e turbulence equations, they 
do not yield accurate results for transitional flows (Ameri et 
al., 1992). In the present work, the multiple-time-scale tur
bulence equations (abbreviated as M-S equations hereafter) is 
used to describe the transitional turbulence field occurring in 
the largely separated and recirculating unsteady flow around 
the airfoil. The numerical method and the M-S equations are 
introduced below. 

The present numerical method is a finite volume method that 
incorporates a pressure-staggered mesh and an incremental 
pressure equation for the conservation of mass (Kim, 1990a, 
1990b, 1991a; Kim and Benson, 1992b). Evolution of the fluid 
flow in time is obtained by solving the discrete system of equa
tions iteratively at each time-level. Advantages and disadvan-

10/Vol. 117, MARCH 1995 Transactions of the ASME 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tages of the iterative time advancing scheme (ITA) as com
pared with the simplified Marker-and-Cell Scheme (SMAC) 
and the Pressure-Implicit Splitting of Operators (PISO) can be 
found in Kim and Benson (1992b). Calculations of a steady 
polar cavity flow and self-sustained oscillatory flows over a 
circular cylinder and a square cylinder show that the ITA is 
the most strongly convergent and yields the most accurate nu
merical results while the SMAC is the most efficient compu
tationally and yields accurate numerical results. The PISO is 
unstable numerically and yields less accurate numerical results 
than the ITA or SMAC. Analyses of the PISO and its nu
merical results show that the weakly convergent nature and the 
inaccurate numerical results are caused by the second corrector 
step in which the pressure is driven by momentum imbalance. 
The secondly corrected velocity field largely violates the con
servation of mass, and a large amount of mass imbalance can 
cause the numerical method to yield a divergent result. Cal
culations of a three-dimensional, laminar, lid-driven cavity flow 
and a laminar flow through a curved duct show that the present 
method yields more accurate results than formally third order 
accurate numerical methods such as the quadratic upwind in
terpolation scheme. The improved numerical results obtained 
using the present method are attributed to the use of the in
cremental pressure equation that can strongly enforce the con
servation of mass (Kim, 1991b). Applications of the present 
numerical method for steady flows such as shock-separated 
transonic turbulent flows and circular jets in crossflows can be 
found in Kim (1990b) and Kim and Benson (1992a, 1993a), 
respectively. It can be found in these references that the pres
ent numerical method yields strongly convergent results and 
that the results are in good agreement with the measured data. 
Details of the present numerical method to solve the ensemble 
averaged Navier-Stokes equations defined on arbitrary La-
grangian-Eulerian coordinates is described in the "Numerical 
Method" section. 

It has been shown that the M-S equations yield accurate nu
merical results for various complex turbulent flows (e.g., tur
bulent flows subjected to extra strains caused by streamline 
curvature, interaction of multiple number of shear layers, and 
shock wave-boundary layer interactions). The numerical re
sults obtained using the M-S equations are in as good agree
ment with the measured data as those obtained using optimized 
k-e turbulence models, algebraic Reynolds stress turbulence 
models (ARSM), or Reynolds stress turbulence models (RSM) 
for each flow case (Kim, 1990a, 1990b, 1991a, 1992; Kim 
and Benson, 1992a, 1993a). The capability of the M-S equa
tions to solve widely different steady state complex turbulent 
flows accurately is attributed to its capability to resolve the 

Fig. 1 Arbitrary Lagrangian-Eulerlan coordinates 

nonequilibrium turbulence phenomena and to model the cas
cade of turbulent kinetic energy. 

2 Analysis 

2.1 Navier-Stokes Equations. In the arbitrary Lagran-
gian-Eulerian description of the equations of motion, the fluid 
motion is described through its material coordinates of the ini
tial configuration of the continuum. However, the time-evo
lution of the fluid flow is identified through a referential frame, 
£, which is independently prescribed as a function of space 
and time as shown in Fig. 1 (Truesdell and Toupin, 1960; Do
nea et al., 1982; Belytschko et al., 1982). The Navier-Stokes 
equations defined on the arbitrary Lagrangian-Eulerian coor
dinates are given as; 

- (pJ) = J — {p(u] - Uj)} 
at dXj 

— ipUiJ) = J {pUiiUj - Uj)} + J 
dt dXj dXj 

.dp 

dXj 

(1) 

(2) 

where Ty = (n + fi,) {dUi/dXj + dUj/dXi\ is the stress tensor 
and repeated indices imply summation over the index unless 
otherwise stated. The referential velocity, M| = 3f,(^. O/St, is 
the velocity of the referential frame with respect to the labo
ratory frame. In particular, for Uj = 0, Eqs, (l)-(2) become 
identical to the familiar Eulerian description of the Navier-Stokes 
equations, and for MJ = Uj, Eqs. (l)-(2) become identical to 
the Navier-Stokes equations defined on Lagrangian coordi
nates. Derivation of the Navier-Stokes equations in arbitrary 
Lagrangian-Eulerian coordinates can be found in Truesdell and 
Toupin (1960), Donea et al. (1982), and Belytschko et al. (1982) 
among many others. 

Nomenc la ture 

A* = coefficient for discrete momen
tum equation 

a = material coordinates 
c = chord length of airfoil 

Cpe = model constants for ê  equation 
(€ = 1,3) 

C:( = model constants for e, equation 
« = 1,3) 

c^f = constant coefficient (=0.09) 
/ = oscillation frequency 
J = grid transformation jacobian 

(=|3fy/3aJ) 
k = turbulent kinetic energy (=kp + 

k,) 
k,, = turbulent kinetic energy in pro

duction range 
k, = turbulent kinetic energy in dis

sipation range 

Pr = 

P = 
p* = 

P' = 
T = 

Uo = 
Ui = 

u*** 

production rate of turbulent ki
netic energy 
pressure 
initial guess for pressure 
corrected pressure 
incremental pressure 
period of oscillation 
free-stream inertial velocity 
ensemble averaged inertial ve
locity (={H,V}) 
initial guess for inertial velocity 
predicted inertial velocity 
corrected inertial velocity 
incremental, inertial velocity 
referential (or grid) velocity with 
respect to laboratory frame (= 

X = position vector with respect to 
laboratory frame (= Xj = {x, y}) 

a = angle of attack 
6p = energy transfer rate 
e, = dissipation rate 
K = reduced frequency (= Trfc/Uo) 
IM = molecular viscosity 
fi, = turbulent viscosity 
p = density 

(Te = turbulent Prandtl number for €-
th equation, € = {kp, €p, k„ e,} 

f = referential frame (= ^i{x, t) = 
fe, &}) 

Superscript 

n = denotes time-level 
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2.2 Multiple-Time-Scale Turbulence Equations. The 
multiple-time-scale turbulence equations in arbitrary Lagran-
gian-Eulerian coordinates are described below. The turbulent 
kinetic energy and the energy transfer rate equations for energy 
containing large eddies are given as; 

-(Jpk,)=J—{pk,(vf-Vj)} 
dt dXj 

- (Jpe,) = J- {pe/vf - V,)} + y U + — M 
dt dXj l \ CTepf dXj 

+ y f (c„/'J + Cp^Prep - c^,el) (4) 
kp 

where the production rate is given as 

dUi (du: dui 
Pr= »',— — + — 

dXj \dxj dXj 

The turbulent kinetic energy and the dissipation rate equations 
for fine scale eddies are given as: 

-(Jpk,)=J—{pk,(vf-v,)} 
dt oXj 

^ (Jpe,) = J-^ {pe,(v] - vj)} + J 
at ax. O-J dXj) 

P 2 •> 
+ J- ic,iep + CaSpC, - c^e,) (6) 

k, 
The eddy viscosity is given as; 

k" 
M, = pc,./ • (7) 

and the turbulence model constants are given as; â ^ = 0.75, 
a,p = 1.15, CTto = 0.75, a« =1 .15 , Cp„=,,3 = {0.21,1.24,1.84}, 
and c,((=i3 = {0.29,1.28,1.66}. Derivation of the turbulence 
model constants can be found in Kim and Benson (1992a). 

In complex turbulent flows, the production and dissipation 
rates of the turbulent kinetic energy vary widely in space so 
that the shape and the frequency domain of the spectral density 
also vary widely in space. Such a state of turbulence is called 
"nonequilibrium turbulence" (Kim, 1990a, 1990b, 1991a; Kim 
and Benson, 1992a, 1993a). The influence of nonequilibrium 
turbulence on turbulent transport of mass and momentum can 
be observed in the eddy viscosity coefficient deduced from 
measured data (Tavoularis and Kamik, 1989; Rodi, 1972) and 
in theoretical investigations (Launder, 1982). It can be found 
in these references that the eddy viscosity coefficient is de
creased as Pr/e, is increased, and is increased as Pr/e, is de
creased. Thus, the development of the fluid flow and the tur
bulence fields are influenced by the spatially varying turbulent 
viscosity, and the spatially varying turbulent viscosity depends 
on the turbulence intensity and the level of nonequilibrium tur
bulence. The capability of the M-S equations to resolve the 
nonequilibrium turbulence phenomena originates from de
scribing the turbulence length scale and the turbulent viscosity 
using the energy transfer rate. Rewriting the turbulent viscos
ity in a form compatible with that of k-e turbulence models 
yields /n, = pc^l^le., where c^ = Cf^feJ^p is the eddy viscosity 
coefficient that depends on the nonequilibrium turbulence. In 
single-time-scale turbulence models, such as the k-e turbulence 
models, ARSM and RSM, the turbulence length scale is de
fined using the dissipation rate and, hence, these turbulence 
models can not resolve the nonequilibrium turbulence. 

In turbulent flows, the energy containing large eddies are 

generated by the instability of the fluid flow, the large eddies 
cascade to finer eddies, and the fine scale eddies are dissipated 
by the viscous forces. The energy containing large eddies are 
characterized by low frequencies and large values of kplk,, and 
the fine scale eddies are characterized by higher frequencies 
and small values of k^lk, (Kim and Benson, 1992a). The ca
pability to model the cascade is achieved by solving the con
vection-diffusion equations for the spectrum-split turbulent ki
netic energies. For highly complex flows, large eddies generated 
in the upstream region are convected in the downstream di
rection. In such a downstream region, the ratios of Pr/e, and 
e,/€p are influenced by the convected eddies (i.e., the large 
value of kplk^. Thus the nonequilibrium turbulence is also in
fluenced by the cascade of turbulent kinetic energy. Again, 
the single-time-scale turbulence models can not resolve the 
cascade of turbulent kinetic energy since spectrum-split tur
bulence quantities are not solved for in these turbulence models. 
Further theoretical analysis of the M-S equations can be found 
in Kim and Benson (1992a). 

2.3 Numerical Method. The unsteady flow equations de
fined on arbitrary Lagrangian-Eulerian coordinates are solved 
using a finite volume method that incorporates a pressure-stag
gered mesh and an incremental pressure equation. In the method, 
the inertial velocities and turbulence quantities are located at 
the grid points and the pressure is located at the centroid of a 
cell formed by the four adjacent velocity grid points (Kim and 
Benson, 1992b). The transient solution is obtained by solving 
the flow equations iteratively at each time-level, and each it
eration consists of a predictor step and a corrector step. The 
iterative time-advancing scheme is described below. 

Predictor Step. Applying the finite volume method (Kim, 
1991b; Kim and Benson, 1992b) to the momentum equation 
yields 

nb 

(pCi + Af)u?* = 2 Afuf* + S* 

dp_ 

dx. :, U At J" 
dx\ur (8) 

where C, = / I/At dx, and Af{uf - uf") and At(uf - uf") 
are determined from the power-law upwind differencing scheme 
(Patankar, 1980). The load vectors Sfiuf) and {/ \/At pJ"'^/ 
J" dx)u"~^ are contributed by the nonorthogonal mesh and the 
moving mesh, respectively. In deriving Eq. (8), the surface 
and volume integrals are carried out on the current time-level, 
noninertial mesh. The predicted inertial velocity, uf*, is ob
tained by solving Eq. (8). However, the predicted velocity field 
may not satisfy the conservation of mass until the solutions are 
fully converged. 

Corrector Step for Divergence-Free Velocity Field. The 
corrected inertial velocity and the corrected pressure that may 
satisfy the conservation of mass and the linearized momentum 
equation can be written as 

(9) 

(10) 

respectively. Then the corrected discrete momentum equation 
can be written as 

uf** = uf* + Uj, 

p** = p* + p', 

ipCi + Af) M*** = 2 AM** + Sf -
dip* + p') 

dXi 

U At J" 
dx t u"~ (H) 

Subtracting Eq. (8) from Eq. (11) yields the relationship be
tween the incremental, inertial velocity and the incremental 
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Fig. 2 Nomenclature 

pressure given as 

«, 
1 dp' 

(pCt + A*) dXi 
(12) 

where the contributions from neighboring grid points have been 
disregarded. However, this simplification does not incur any 
mass imbalance in the converged solution since the incremen
tal pressure is driven only by the mass imbalance as shown 
below. Substituting Eqs. (9) and (12) into the conservation of 
mass equation yields the incremental pressure equation given 
as 

1 dp' 

dXj lipCi + Af) dxj 

a { p « * - «?)} 1 d(pj) 

toj J dt 
(13) 

where the right-hand side represents the mass imbalance and 
is identical to the original conservation of mass equation. 
Equations (8)-(10) and (12)-(13) are solved iteratively until 
the velocity and pressure satisfy the prescribed convergence 
criterion at each time-level. In principle, the incremental pres
sure equation needs to be solved iteratively until the residual 
term vanishes and, in such a case, the converged solution sat
isfies the conservation of mass and momentum equations ex
actly within the context of the difference approximation. 

3 Numerical Results 

The oscillating airfoil (Panda and Zaman, 1992) is sche
matically shown in Fig. 2. The free-stream inertial velocity is 
6.29 m/s and the chord length of the airfoil is 0.102 m. The 
Reynolds number based on the chord length is 44,000 and the 
reduced frequency is 0.2. The angle of attack is given as 

a = ao + a^ s'm((ot + a^) (14) 

where o) = 27r/ is the angular velocity, / = 3.924 Hz is the 
frequency of oscillation, UQ = 15° is the mean angle of attack, 
UA = 10 deg is the amplitude of oscillation and a,̂  = 37r/2 is 
the phase angle. The center of rotation is located at a quarter 
chord length downstream of the leading edge, and {x, y) = 
(0, 0) refers to the center of rotation in the following discus
sion. The inlet boundary is located at 5 chord lengths upstream 
of the leading edge and the exit boundary is located at 35 chord 
lengths downstream of the trailing edge. The top and bottom 
boundaries are separated by 5 chord lengths away from the top 
and bottom surfaces of the airfoil, respectively. The entire do
main is discretized by a 191 x 105 mesh, and the sheared 
moving mesh is generated algebraically at each time-level. The 
grid points on the solid wall are attached to the airfoil, i.e., 
Uj = Uj so that the no-mass flux and no-slip boundary condi
tions are satisfied trivially on the solid wall. The moving meshes 
in the vicinity of the airfoil at a = 5, 15, and 25 deg are shown 
in Fig. 3. The smallest mesh size in the direction normal to 
the wall is 0.4 x 10-3 m and the grid size in the direction 
normal to the airfoil surface is increased by a factor of ap
proximately 1.1. It can be seen in the figure that the mesh near 
the airfoil is fine enough to resolve the laminar flow as well 
as the transitional and turbulent flow near the airfoil. 

Free-stream boundary conditions are applied at the inlet, top 
and bottom boundaries. The measured data show that the free 
stream turbulence intensity is less than 0.1 percent and, hence. 

(a) a = 5° 

(b)a=150 

(c) a 

Fig. 3 Moving mesh for oscillating airfoil; {a) a = 5 deg, (b) a = ^5 
deg, (c) a = 25 deg 

k = (O.OOlt/o)^ is prescribed at free-stream boundaries. The 
turbulence length scale for the free stream flow is not clearly 
known. Thus the free stream dissipation rate is obtained in
versely from fx,/fj, ~ 0.05. The use of a few times different 
pJli. still yields the same numerical results since the upstream 
boundary is located far away from the airfoil and the turbu
lence intensity and the dissipation rate are decayed as the flow 
approaches the airfoil. The vanishing gradient boundary con
dition is used for each flow variable at the exit boundary. The 
vanishing turbulent kinetic energy is prescribed at the solid 
wall boundary. The near-wall turbulence field is described by 
a "partially low-Reynolds number" turbulence model (Kim, 
1990a). In the near-wall turbulence model, the partial differ
ential equations for the partitioned turbulent kinetic energy 
equations are solved up to the wall while the energy transfer 
rate and the dissipation rate inside the near-wall layer are ob
tained from algebraic equations. It can be found in Kim (1990a, 
1990b, 1991a) and Kim and Benson (1992a, 1993a) that the 
"partially low-Reynolds number" near-wall turbulence model 
(when used together with the M-S equations) yields highly im
proved numerical results compared with those obtained using 
wall functions. 

The error norm used for the convergence test is given as 

max-̂  abs 
if.o 

<e« (15) 

where At is the €th flow variable at the A:th iteration, A (.0 
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Fig. 4 Comparison of calculated streaklines with smoke picture, (u: 
upstroke, d: down stroke) 

the maximum €th flow variable at the A:th iteration, N is the 
total number of grid points, and ê  is the convergence criterion 
for each flow variable. The required number of iterations to 
satisfy the convergence criterion depends on the angle of at
tack of the airfoil. For €( - 1.0 x 10"'', the converged so
lutions at each time-level are obtained in approximately 25 it
erations for low angles of attack and in 45 iterations for high 
angles of attack. The relative imbalance of the mass flow rate 
leaving the flow domain with respect to that entering the flow 
domain is less than 1.0 x 10 '' for each time-level. 

The calculated streaklines at several angles of attack during 
a period are compared with the flow visualization pictures in 
Fig. 4. The flow visualization pictures were made using a 
"smoke-wire" method (Panda and Zaman, 1992). The accu
racy of the measured angle of attack is within ±2 deg. The 
clean streaklines in the smoke pictures away from the airfoil 
indicate that the fluid flow in these regions remains in a lam
inar state during the entire cycle. It can be seen in the figure 
for a = 5 deg that the flow exhibits a relatively wide wake in 
the downstream region. The wide wake is a trace of the large 
vortices shed into the downstream direction during the down 
stroke of the airfoil. In the early part of the upstroke motion, 
the flow is reattached and, as a result, a thin wake is developed 
in the downstream region as shown in a = 14 deg u. At and 
near the peak angle of attack, a fully developed DSV appears 
on the upper surface of the airfoil and a small TEV begins to 
appear near the trailing edge. Shortly thereafter, the DSV is 
lifted by the TEV and is shed into the downstream direction. 
The calculated streaklines at a = 23.5 deg d indicate that the 
numerical method correctly predicts the earlier development 
of the DSV and the TEV. Subsequently, the DSV-TEV pair 
is convected into the wake region and forms a "mushroom
like" structure as shown in the smoke picture for a = 25 deg. 
However, the calculated results show that the DSV loses its 
strength as it travels in the downstream direction and that the 

(a) tn=c.o tn^ci i/r=o.4 
(5"u) (ll''u) (22.5°u) (25»u) 

i/r=o.7 i/r=o.!) 
(I9°d) (7.4°d) 

I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I 

1 2 3 4 5 6 7 5 6 7 8 5 6 7 8 5 6 7 8 5 6 7 8 5 6 7 8 
u (m/sec) 

(b) 1/T=0.0 l/r=0.2 t/T=0.4 l/T=0.5 t/Td).6 l/r=0.9 

(5°u) (n°u) (22.5°u) (25°u) (23.5°d) (7.4''d) 

Fig. 5 Ensemble-averaged velocity profiles; (a) at x/c = 1.0, (t>) at x/c 
= 2.1 

TEV does not completely lift the DSV. The discrepancy be
tween the calculated results and the experimental data at and 
near the peak angle of attack may be caused by the relatively 
coarse mesh in the right upper corner of the airfoil that cannot 
fully resolve the interaction between the DSV and the TEV. 
At a later time during the down stroke, the DSV-TEV pair and 
the small vortices located near the leading edge are cascaded 
and shed into the downstream direction as shown in calculated 
streaklines for a = 15 deg d. The small vortices located near 
the leading edge at a = 23.5o are not clearly observed in the 
calculated streaklines, but these can be observed clearly in the 
velocity vector plots (Kim et al., 1993b). It can be found in 
Fig. 4 that the calculated streaklines are in very good agree
ment with the smoke pictures for most of period. 

The calculated ensemble-averaged velocity profiles are com
pared with the measured data in Fig. 5. The measured velocity 
profiles are obtained by ensemble averaging the instantaneous 
velocity data for 80 cycles. It can be seen in the figures that 
the fluid flow originating from the lower surface exhibits a 
strong velocity gradient. The steep velocity gradient in the re
gion indicates that the lower part of the airfoil remains in a 
laminar state during most of a cycle. The transitional turbu
lence field is discussed later in this section. At x/c = 1.0, the 
calculated velocity profiles are in good agreement with the 
measured data during a large part of a period. The deteriorated 
comparison for a = 25 through a = 19 deg is caused mostly 
by two reasons. First, hot wire anemometers cannot measure 
velocity components accurately when flow is misaligned more 
than approximately 30 deg from the hot wire axis. The cal
culated velocity vectors show that the inclination angles of the 
fluid particles are increased when large vortices are passing 
through the wake region (Kim et al., 1993b). Second, the in
teraction between the DSV and the TEV occurs in the region 
where the mesh is relatively coarse and the numerical method 
yields somewhat deteriorated results. At a farther downstream 
location (x/c = 2.1), the numerical results may suffer coarse 
grid inaccuracy more compared with the upstream trailing edge 
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Fig. 6 Turbulent viscosity contour (4/>i|//u = 10) 

6, where the increment between the contour lines is uniform. 
Recall that usually /u.,//i » 10 is used as a cut-off value in 
numerical calculations of transitional flows using algebraic tur
bulence models (Ameri et al., 1992). In the present case using 
the M-S equations, the numerical calculation successfully pre
dicts the transition and the relaminarization without using such 
a cut-off value. It can be seen in the figure that the trend of 
turbulent viscosity distribution is almost the same as that of 
the streaklines. The turbulent viscosity contours show that the 
fluid flow in the far field and in the lower part of the airfoil 
remains in a laminar state for the entire cycle. Due to the low 
free-stream velocity and the low free-stream turbulence inten
sity, a strong turbulence field is formed only along the sepa
rated and recirculating flow region. It can be seen in the figure 
that the transition and relaminarization occur widely in space 
and in time. 

4 Conclusions and Discussion 

Numerical investigation of unsteady transitional flow over a 
periodically oscillating airfoil is presented. The ensemble-av
eraged Navier-Stokes equations defined on arbitrary Lagran-
gian-Eulerian coordinates are used to describe the unsteady 
transitional flow with moving boundaries. The numerical method 
is based on a finite volume method that incorporates a pres
sure-staggered mesh and an incremental pressure equation for 
the conservation of mass. The calculated and the experimen
tally observed streaklines show that the flow is fully attached 
at low angles of attack. The calculated turbulence field shows 
that an almost laminar state prevails around the entire surface 
of the airfoil at small angles of attack during the upstroke mo
tion. As the angle of attack is increased close to the stall angle 
of attack, the flow on the top surface of the airfoil separates, 
and the separated flow forms the clockwise rotating dynamic 
stall vortex (DSV) as the angle of attack is further increased. 
As the oscillating airfoil approaches the peak angle of attack, 
the fluid particles near the trailing edge are forced to flow up
ward by the strong pressure on the pressure side of the airfoil, 
and these fluid particles forms the clockwise rotating trailing 
edge vortex (TEV). The length scales of the DSV and the TEV 
are almost the same as the chord length of the airfoil. The two 
counter-rotating large vortices generate an intense turbulence 
field on the upper surface of the airfoil. As the angle of attack 
is decreased, the intense turbulence field is convected into the 
wake region together with the cascading vortices. The calcu
lated turbulent viscosity contours show that the transition from 
laminar to turbulent state and the relaminarization occur widely 
in space as well as in time. The calculated streaklines, the 
ensemble-averaged velocity profiles and the vorticity contours 
are in good agreement with the measured data. 

It is shown that the numerical method successfully predicts 
the large DSV and the TEV that are periodically generated by 
the oscillating airfoil. The successful calculation of the com
plex transitional flow, in which transition from laminar to tur
bulent state and relaminarization occur widely in space and in 
time, is attributed to the capability of the multiple-time-scale 
turbulence equations to simulate the cascade of energy-con
taining eddies and to resolve the nonequilibrium turbulence. 
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Separating and Reattaching 
Flow Structure in a Suddenly 
Expanding Rectangular Duct 
The incompressible turbulent flow over a backward-facing step in a rectangular duct 
was investigated experimentally. The side wall effects on the core flow were deter
mined by varying the aspect ratio (defined as the step span-to-height ratio) from 1 
to 28. The Reynolds number, based on the step height and the oncoming free-stream 
velocity, was 26,500. Detailed velocity measurements were made, including the tur
bulent stresses, in a region which extended past the flow reattachment zone. Wall 
static pressure was also measured on both the step and flat walls. In addition, sur
face visualizations were obtained on all four walls surrounding the separated flow 
to supplement near-wall velocity measurements. The results show that the aspect 
ratio has an influence on both the velocity and wall pressure even for relatively 
large aspect ratios. For example, in the redevelopment region downstream of reat
tachment, the recovery pressure decreases with smaller aspect ratios. The three-
dimensional side wall effects tend to slow down the relaxation downstream of reat
tachment for smaller aspect ratios as evidenced by the evolution of the velocity field. 
For the two smallest aspect ratios investigated, higher centerplane streamwise and 
transverse velocities were obtained which indicate a three-dimensional mean flow 
structure along the full span of the duct. 

Introduction 

Reattaching separated flows have applications in many en
gineering problems. Such flows are encountered in heat ex
changers, ducts, flows around buildings, microelectronic cir
cuit boards, and many combustor configurations. The flow past 
a backward-facing step is one of the simplest geometries to 
produce separation and reattachment of turbulent shear layers. 
The separation point is fixed by a sharp comer and thus, no 
additional complexities arise due to the motion of this point. 
Nevertheless, the flow downstream of the step is still very 
complex and numerous investigations have been aimed at de
veloping a better understanding of these flows. Despite the 
considerable attention it has received due to its importance, 
the internal flow downstream of a backward-facing step has 
not been fully understood. Most previous investigators have 
utilized external flow configurations with small step heights 
compared to the upstream channel height (ER ~ \). Further
more, large aspect ratios were utilized so that the flow may 
be considered two-dimensional along the centerplane. Con
sequently, the additional complexities in the flow structure due 
to the proximity of the flat and side walls have not been fully 
investigated. This is unfortunate since a large number of flu-
idic applications involve rectangular sudden expansions where, 
externally-imposed three-dimensional effects can be severe. 

'Present Address: University of Erlangen, Erlangen, Germany. 
Contributed by the Fluids Engineering Division for publication in the JOUR

NAL OF FLUIDS ENCIINEERING. Manuscript received by the Fluids Engineering 
Division March 21, 1994; revised manuscript received October 27, 1994. As
sociate Technical Editor; M. Gharib. 

de Brederode and Bradshaw (1972) studied the effects of 
small aspect ratios on the general features of the "external" 
flow (ER »= 1) downstream of the backward-facing step. They 
concluded that side wall effects on the flow along the center-
plane were negligible for aspect ratios greater than 10. In ad
dition, smaller aspect ratios yielded longer centerplane reat
tachment lengths if the boundary layer was laminar at separation, 
and shorter reattachment lengths if the oncoming boundary layer 
was turbulent. More recently, in the investigations of the in
ternal flow separating over a backward-facing step, Armaly et 
al. (1983) and Otugen (1991) employed laser Doppler ane-
mometry to determine a number of flow characteristics, the 
former as a function of the Reynolds number in the laminar 
and transitional regimes and the latter as a function of the ex
pansion ratio in the turbulent regime. Although both studies 
concentrated on the flow characteristics mostly along the cen
terplane, in similar types of measurements of reattachment length 
along the span of the tunnel, they both observed a significant 
decrease in this length near the side walls where the flow could 
no longer be considered two-dimensional. 

Apart from the early work of de Brederode and Bradshaw 
(1972), there have been only a small number of investigations 
addressing this type of geometry-imposed three-dimensionality 
in turbulent flow separation. Stevenson et al. (1984), Berbee 
and Ellzey (1989) and Lim et al. (1990) performed limited 
studies focusing on arbitrarily chosen aspect ratios. In the for
mer and the latter studies, aspect ratios of 2 and 3.3 were used, 
respectively. In Berbee and Ellzey experiments, aspect ratios 
of 10 and 4, were studied. Otugen et al. (1992) explored the 
side wall effects on the spanwise uniformity of the time-mean 
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Fig. 1 Experimental setup and flow geometry (dimensions In milli
meters) 

flow for a fixed aspect ratio of AR = 10. Some insight into 
the structure of the flow field along the step wall as a function 
of step height was given by the surface visualizations of Jesek 
and Reznicek (1987), and Badawy et al. (1989). 

The present study was undertaken in order to gain a more 
comprehensive understanding of the three-dimensional side wall 
effects on the separated flow structure. Experiments were con
ducted in a facility featuring a fixed expansion ratio (ER = 2) 
and a variable aspect ratio capability. Throughout the exper
iments, all inlet parameters such as the Reynolds number, free-
stream velocity, boundary layer type and thickness, and the 
turbulence intensity were kept constant in order to isolate the 
aspect ratio effects on the flow structure. 

Experimental Setup and Procedure 

A schematic representation of the open-circuit wind tunnel 
and the flow geometry is shown in Fig. 1. The step height, h, 
was fixed at 25.4 mm and the upstream channel height leading 
to the step (FQ) was also 25.4 mm, hence yielding an expansion 
ratio of ER = 2. The span of the step was 762 mm, rendering 
a maximum aspect ratio of AR = 30. Smaller aspect ratios 
were obtained by using a pair of segregation walls. These walls 
ran along the full length of the tunnel to minimize inlet and 
exit effects. The leading edge of the walls was contoured to 
prevent vortex shedding in the inlet section. Once in place, 
these segregation walls prevented pressure leakage across 
compartments. 

The wall static pressure was measured using variable reluc-
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Fig. 2 iMean and turbulent velocity profiles at step edge for AR • 
(Uncertainty in U and u' are 2 and 3 percent, respectively.) 

27. 

tance pressure transducers and through a 48-port computer-
controlled pressure switching system. Constant temperature 
anemometry was used for the velocity measurements. The 10 
fim tungsten x-wire sensors with various sensor orientations 
were built in-house and tangential cooling effects were taken 
into account in the calibration procedure. Since the hot-wire 
probe is not capable of resolving reversed flow, the measure
ments were performed outside of the recirculation zone, the 
extent of which was determined from previous flow visualiza
tions (Papadopoulos, 1994). The x-wire probe was mounted 
on a computer-controlled dual-axis traverse system having a 
resolution of 0.6 /im and 0.32 mm in the transverse and 
streamwise directions, respectively. The x-wire probe was in
serted into the flow field through a 4 mm slot located on the 
flat wall, and to minimize leakage effects while at the same 
time enabling probe motion in both directions, the entire probe 
assembly including the positioning system was enclosed within 
a sealed rectangular container, isolating it from the laboratory 
environment. Repositioning of the x-wire probe sensor relative 
to the step wall was performed at each streamwise location, 
with an accuracy of ±0.05 mm, using the technique of Pa
padopoulos and Otugen (1993). Both the hot-wire and the 
pressure signals were digitized on-line using a 12-bit A/D con
verter and processed on a personal computer. 

Results and Discussion 

All flow conditions at the step edge were kept constant to 
insure uniform initial conditions throughout the experiments. 
The free stream velocity was t/o = 16 m/s yielding a Reynolds 
number of 26,500. Figure 2 shows velocity profiles at the step 

Nomenclature 

AR = aspect ratio (=S/h) 
Cp = mean pressure coefficient (= 

(P-Po)/q) 
ER = expansion ratio (=Y,/YQ) 

h = step height 
P = mean wall static pressure 

Po = reference mean wall static pres
sure 

P' = rms of wall static pressure 
Po = rms of wall static pressure at ref

erence location 
q = freestream dynamic pressure (= 

l/2(pt/^)) 
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Re = Reynolds number (=(Uoh)/v) 
S = channel width 

UQ = freestream mean velocity 
U = mean streamwise velocity 
u' = rms of streamwise velocity 

u'v' = Reynolds shear stress 
V = mean transverse velocity 
v' = rms of transverse velocity 
W = mean spanwise velocity 
X = streamwise distance from the step 

edge 
XR = reattachment length 

y = transverse distance from the step 
edge 

Yo = upstream channel height 
Yi = downstream channel height 
z = spanwise distance from channel 

centerline 
8 = boundary layer thickness 

S* = boundary layer displacement 
thickness 

V = dynamic viscosity 
p = density 

Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



9.0 

(c) 

(b)| 

(a) 

I I ! 
4 6 8 

x/h 

Fig. 3 Surface visualization on (a) step wall; (b) side wall; (c) flat wall 
for AR = 6 

edge for the aspect ratio of 27. Both the mean and the tur
bulence profiles, obtained at various z/S locations show good 
agreement indicating a spanwise uniform inlet flow. The 
boundary layer at separation is turbulent and its thickness is 
uniform along the span direction. The average boundary layer 
thickness is 5 = 4 mm (S/h = 0.16) with a variation of less 
than 10 percent across the span. The corresponding displace
ment thickness is 8* = 0.46 mm (8*/h = 0.018). The slightly 
higher free stream velocity near the boundary layer is due to 
the flow's local iicceleration shortly before the streamline cur
vature downstream of the step. 

Surface Visualizations Oil-based surface flow visualiza
tions were obtained on all four walls surrounding the flow for 
various AR. The results for A/f = 6 are shown in Fig. 3. For 
the complete set of visualizations for various aspect ratios, the 
reader is referred to Papadopoulos (1994). 

On the step wall (Fig. 3(a)), four flow zones are evident 
along the streamiwise direction: (() a three-dimensional zone 
of slow moving fluid immediately downstream of the step, made 
up of a pair of counter rotating eddies situated adjacent to the 
side walls and other secondary flow structures between these 
two eddies; (ii) a flow reversal zone where the flow direction 
near the step wall is negative throughout, and where the wall 
mean shear stress becomes larger with smaller streamwise dis
tances, abruptly reaching zero at the edge of the initial dead 
zone; (Hi) a flow reattachment zone where the free shear layer 
created by the step edge impinges on the step wall in an un
steady fashion; jind ((V) a redeveloping flow zone where the 
velocity of the flow along the step wall is always positive. 
Two "dead" zones in the separating-reattaching flow are ev
ident in Fig. 3(b). The first is essentially the extension in the 
z direction of zone (i) seen in Fig. 3(a). The second dead zone 
is a divider between a strong reversed flow and the redevel
oping flow furth(;r downstream. It is essentially the side wall 
extension of the reattachment zone (or the zone of zero mean 
shear). Near the side wails, the dead zone is lifted up away 
from the step wall. A surprising result is the existence of flow 
separation on the flat wail approximately five step heights 
downstream of the step (Fig. 3(c)). This strip of separated flow, 
which is observed in most of the AR cases studied, does not 
extend across the; full span of the tunnel. Downstream of this 
strip, the flow moves in the streamwise direction with stream
lines near the sidle walls moving towards the centerplane. 

The dependence of Xn on the aspect ratio is summarized in 
Fig. 4. The reattachment length values are obtained from the 
surface visualizations. As the aspect ratio decreases, so do the 
XK values. This trend agrees with the results of de Brederode 
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Fig. 4 The effect of aspect ratio on reattachment length 
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Fig. 5 Near-wall flow model based on surface visualization results 

and Bradshaw (1972) in the case of turbulent boundary layer 
at separation. As the aspect ratio becomes smaller, the side 
walls effects penetrate the core flow and this results in an over
all reduction of the reattachment length. The present reattach
ment lengths for large aspect ratios are around 8.2 step heights. 
This value is within, but closer to the high end of the x^/h 
values reported in the literature. For example, the results of 
De Brederode and Bradshaw (1972) indicate Xn/h ~ 6 while 
Otiigen (1991) and Westphal and Johnston (1984) reported x^/ 
h = 6.7 and 8.6, respectively (all for A/f > 12). Several fac
tors influence the value of the reattachment length. These in
clude the method of inference, and flow conditions at sepa
ration. The initial conditions of Westphal and Johnston (1984) 
match fairly well with those of the present study. 

From the surface flow patterns, a model of the complex, 
separating and reattaching flow structure is constructed as shown 
in Fig. 5. The nearly dead zone on the step wall immediately 
downstream of the step is dominated by a pair of primary ed
dies whose axes are normal to the step wall. In between these 
primary eddies is yet another set of counter rotating eddies of 
even number which are induced by the motion of the primary 
eddies. The streamwise extent of the dead zone is approxi
mately three step heights, and since the eddies scale with this 
length, the number of the secondary eddies depends on the 
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Fig. 6 Time-averaged streamline patterns near step wall {y/h = -0.97). (Uncertainty in the measurement of U and W are 4 and 7 percent, 
respectively.) 

aspect ratio. An interesting feature of the flow is the disap
pearance of the reattachment zone adjacent to the side walls 
(Fig. 3(a)). On the step wall, the zone of no-shear is replace 
by a flow toward the side walls. Some of this flow impinges 
on the side wall and moves upwards (Fig. 3(b)). In effect, near 
the side walls, the reattachment zone is lifted up from the step 
wall and the zero mean shear region is located away from this 
wall. 

It is postuled that the structure of the flow near the side walls 
is dominated by two streamwise vortices each originating at 
the junction of the step edge and side wall (Otugen et al., 
1992). Although the present time-mean surface visualizations 
cannot identify the exact extent and dynamic behavior of the 
vortices, they do confirm their existence. These vortices are 
located underneath the separated shear layer and grow rapidly 
under the influence of the adverse pressure gradient. For a tur
bulent boundary layer at separation, the sense of rotation of 
the vortices is such that they bring fluid upwards near the side 
walls, and downwards near the center of the tunnel as seen in 
Fig. 3. Therefore, the vortices push the separated shear layer 
downward near the centerplane hence reducing the reattach
ment length for smaller aspect ratios as Fig. 4 indicates. Their 
effect near the side walls is to lift the reattachment zone away 
from the step wall (Fig. 3). The boundary layer developing on 
the flat wall experiences an adverse pressure gradient down
stream of the step due to the expansion into the larger duct. 
As a result, in some instances it separates forming a strip in
habited by a set of weak counter rotating eddies. Near the side 
walls, no separation can be sustained due to the increased mo
mentum near the flat wall as a consequence of the lifting of 
the reattachment zone from the step wall. 

Near-Wall Velocity. The streamwise and spanwise veloc
ities were measured near the step wall at fixed planes parallel 
to this wall using an x-wire arrangement. The purpose of these 
measurements was to obtain a complete three-dimensional pic
ture of the near-wall flow development downstream of reat
tachment. Figure 6 shows the streamline patterns for the plane 
0.7 mm away from the wall (y/h = -0 .97) . The flow patterns 
are generally symmetric about the tunnel centerplane, with best 
symmetry belonging to the AR = 2 case. 

Downstream of reattachment, the flow starts a slow rede
velopment process. The development of the flow near the sur
face is unlike that of an ordinary boundary layer. High mo
mentum fluid is constantly brought into the near-wall layer by 
the downward motion of the outer flow, thereby continuously 
increasing the streamwise velocity in this layer extending to 
x/h = 13. (The transverse motion of the outer flow towards 
the step wall is evident in the centerplane profiles of V which 
will be discussed later). Interestingly, a uniform flow region 
exists in the central portion of the channel only for the two 
smallest AR cases. For these aspect ratios, the streamwise ve
locity is highest in the central portion of the tunnel and it de
creases towards the side walls. The opposite trend is seen for 
AR = 6 and 14 where, a tongue of low streamwise velocity 
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Fig. 7 Contours of wall pressure coefficient on (a) step wail; (b) fiat 
wall. (Uncertainty of C„ is 9 percent.) 

extends in the central portion of the tunnel, and maximum 
streamwise velocities occur on the two sides, away from the 
centerplane. The secondary flow pattern persists downstream 
of reattachment. Its spanwise location and extent depend on 
the aspect ratio. Naturally, the relative extent of the secondary 
flow is larger for smaller aspect ratios. It is believed that this 
secondary flow is the cause of the maximum streamwise ve
locities occurring away from the centerplane for larger aspect 
ratios. It creates an upwash adjacent to the side walls and a 
downwash near the centerplane thereby bringing higher veloc
ity fluid closer to the step wall. For larger aspect ratios, the 
spanwise extent of the secondary flow is smaller than the half-
span of the tunnel and thus, the region of high streamwise 
velocity forms away from the centerplane. 

Wall Static Pressure. Figure 7 shows contours of the mean 
static pressure coefficient on both the step and the flat walls 
for several aspect ratios. Full span contours are shown for A/? 
= 2, while these pressure distributions are shown for only half-
span of the tunnel for all other aspect ratios due to symmetry 
of the flow. The reference static pressure, PQ. was obtained at 
the centerplane of the duct at a location, x/h = -3 .14 , up
stream of the step. Ahead of the step, a small favorable pres
sure gradient exists to drive the flow through the upstream duct. 
Downstream of the expansion, the bulk velocity drops leading 
to an increase in the mean static pressure. The recovery pres-
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Fig. 8 Contours of fluctuating wall pressure on (a) step wall; (b) flat 
wall. (Uncertainty of {p'/Po) is under 20 percent.) 

sure downstream of the reattachment region reaches a maxi
mum at a streamwise location of x/h ~ 17. Further down
stream, the mean static pressure decreases monotonically as 
the recovery from the sudden expansion is completed. In the 
region of separation, the static pressure on the step wall is 
slightly smaller than that on the flat wall. This is due to the 
local flow acceleration around the step edge (Fig. 2). The ef
fect of the aspect ratio on C,, is apparent especially with respect 
to the recovery pressure downstream of reattachment. As AR 
becomes smaller, the recovery pressure decreases as a result 
of the viscous effects. In Fig. 7, the spanwise alternating high 
and low pressure zones in the region 0 s x/h =s 4 on the step 
wall is caused by the counter rotating eddies observed in the 
surface visualizations (see Fig. 5). 

The fluctuating wall pressure within the separated flow re
gion immediately downstream of the step (x/h < 3) remains 
constant and its level is comparable to that upstream of the 
step (Fig. 8). Further downstream, the separated shear layer 
impinges on the step wall creating a region of high pressure 
fluctuations. The location of maximum pressure fluctuations 
is slightly upstream of the mean reattachment line. The un
steady nature of the reattachment process, and the large roll-
up structures embedded in the separated shear layer contribute 
to the fluctuating pressure levels in this region. The impact 
due to reattachment is also felt by the flat wall, albeit with 
reduced intensity. For AR = 14, maximum pressure fluctua
tions are observed near the side wall. Away from the wall, 
however, maximum levels of p'/pn are approximately uniform 
over the span of the tunnel. As the aspect ratio decreases, both 
the level and the zone of the large pressure fluctuations in
crease. For AR = 4, maximum levels of p/po are observed at 
the centerplane. A further reduction in the aspect ratio leads 
to a decrease in the maximum centerplane fluctuating pressure. 

Centerplane Velocity. The evolution of the mean stream-
wise velocity downstream of reattachment is shown in Fig. 9. 
The effect of the aspect ratio on the centerplane profiles is 
moderate. Two features stand out in Fig. 9: (i) reduced ve
locities near the top flat wall for the two largest aspect ratios 
in the region x/h < 10, and (ii) increased velocities in the 
lower half of the tunnel for the smaller aspect ratios in the 

Fig. 9 Profiles of centerplane mean streamwise velocity. (Uncertainty 
of 1/ Is 2 percent.) 

10 11 12 

Fig. 10 Profiles of centerplane mean transverse velocity. (Uncertainty 
in I' Is 3 percent.) 

region x/h > 9. The reduced velocity near the flat wall for 
AR = 20 and 12 may be attributed to the recovery from the 
flat wall recirculating bubble. The recirculation zones tend to 
occur around x/h "= 5. They are strong, continuous strips for 
large aspect ratios, while for small aspect ratios, they tend to 
be made up of multiples of weak isolated strips eventually van
ishing for A/? < 4. In the case of AR = 20, the velocity re
covery is relatively slow and extends to about x/h -= 10. For 
x/h > 10, the velocity profiles are quite similar for all aspect 
ratios except for A/? = 2 and 4. For these aspect ratios, the 
mean streamwise velocity is fuller, especially in the lower half 
of the tunnel. This is an indication of the three-dimensionality 
of the flow for the smallest aspect ratios. It is noted that for 
all aspect ratios larger than four, the deviation from the two-
dimensional profiles is quite small, indicating only a minor 
side wall effect on the centerplane mean velocity. The present 
hot-wire results of mean streamwise velocity compare well, 
both qualitatively and quantitatively, with the LDV results of 
Stevenson et al. (1984) for AR = 2. Figure 10 shows the pro
files of the mean transverse velocity. The trend in the trans
verse velocity distributions is similar to that observed in the 
streamwise velocity profiles. For larger aspect ratios, the 
downward mean motion of the fluid near the flat wall is re
duced due to the recovery from the flat wall recirculating bub
ble. On the other hand, the shorter reattachment lengths as
sociated with the smaller aspect ratios (Fig. 4) may also have 
a role on the comparatively large negative transverse velocities 
observed near the flat wall for the smaller aspect ratios. The 
large transverse mean velocity magnitude seen in AR = 2 and 
4 further downstream is possibly due to the still persistent sec
ondary flow pattern. This is consistent with the near-wall ve
locity and step wall fluctuating pressure results presented ear
lier (Figs. 6 and 8, respectively). For the larger aspect ratios 
(AR > 4) on the other hand, the centerplane mean velocities 
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Fig. 11 Profiles of centerplane turbulent streamwise velocity. (Uncer
tainty of u' is 3 percent.) 

Fig. 12 Profiles of centerpiane turbulent transverse velocity. (Uncer
tainty of V' is 3.5 percent.) 
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Fig. 13 Centerpiane profiles of the Reynolds shear stress. (Uncer
tainty of u'v' is 5 percent.) 

are not influenced by the side wall effects and thus, the decay 
of the transverse velocity is fairly rapid. 

The distributions of the turbulent velocities u' and p' are 
shown in Figs. 11 and 12, respectively. The trends in the two 
distributions are nearly identical. Turbulence intensities ex
hibit maxima around the locations of maximum mean strain 
rate and assume their minimum values where the mean stream-
wise velocity gradient is zero. In addition to the trends, the 
quantitative levels of u' and v' are also nearly identical 
throughout the reattachment and redevelopment regions. Over
all, the influence of AR on the centerplane turbulence inten
sities is quite small. 

The Reynolds shear stress, u'v', distributions are shown in 
Fig. 13. Again, the profiles of the Reynolds shear stress show 
maxima around the locations of maximum SU/dy in Fig. 9. 

The profiles for all aspect ratios collapse very well at x/h = 
6. However, the agreement between these profiles are not as 
strong further downstream. It is interesting to note that smaller 
aspect ratios do not lead to higher turbulent shear stress levels 
on the centerplane as one would expect simply due to the pre
sumed increase in turbulence activity fueled by the secondary 
flow. Another interesting feature of the profiles is that U'P' is 
negative even in the upper portion of the tunnel where the mean 
streamwise velocity gradients are negative. This trend goes 
counter to the gradient transport concept of turbulent momen
tum, at least in this region of the flow. Clearly, in this recov
ery region, the turbulence is far from being in a state of equi-
litsrium. This may have significance since it puts into question 
the ability of computational models of turbulence which are 
based on the gradient transport relation. 

Conclusions 

From the surface visualizations obtained on all four walls 
surrounding the flow, a model of this complex flow is con
structed as shown in Fig. 5. At the tunnel centerplane, the 
separated shear layer reattaches to the step wall approximately 
8.2 step heights downstream from the step for aspect ratios 
larger than 10. For A/? < 10, however, the reattachment length 
becomes shorter with smaller aspect ratios. Adjacent to the 
side walls, the nearly dead flow zone defining reattachment is 
lifted away from the step wall. The flow downstream of reat
tachment can be characterized as three-dimensional. A lack of 
uniformity in the spanwise distributions of velocity and wall 
pressure is observed in the region of reattachment and further 
downstream even for large aspect ratios (AR > 10). It is be
lieved that the stream-aligned vortex which forms at the comer 
of the step edge and side wall is the principal mechanism which 
causes the nonuniform spanwise flow structure. The vortex 
creates a secondary flow pattern which grows spatially with 
downstream distance. It moves fluid upwards near the side walls 
and downwards (towards the step wall) near the tunnel cen
terplane. As a result of this motion, the spanwise location of 
the maximum fluctuating wall pressure moves towards the tun
nel centerplane as the aspect ratio decreases. At AR ~ 4, the 
maximum pressure fluctuations occur at the centerplane. For 
this aspect ratio, it appears that the two vortices coincide at 
the centerplane and constructively impinge on the step wall. 
However, a further reduction in the aspect ratio forces the two 
vortices closer together thus resulting in the destructive inter
ference of the two. This causes a reduction in the fluctuating 
pressure levels, as observed in Fig. 8 (a). The secondary flow 
also affects the mean streamwise and spanwise velocities near 
the step wall. While the high near-wall streamwise velocities 
occur at the centerplane for AR < 6, the zone of high stream-
wise velocity moves towards the side walls for larger aspect 
ratios. The recovery pressure downstream of flow reattach
ment decreases with decreasing aspect ratios, again due to the 
three-dimensional side wall effects. These side wall effects are 
also evident in the evolution of the mean centerplane profiles 
of streamwise and transverse velocities. Finally, the center-
plane profile of the Reynolds shear stress U'P' indicates that 
the gradient transport concept of turbulent momentum is not 
valid in the redevelopment region. 
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Relationship Between Unsteady 
Flow, Pressure Fluctuations, 
and Noise in a Centrifugal 
Pump—Part A: Use of PDV 
Data to Compute the 
Pressure Field 
Velocity distributions determined by using Particle Displacement Velocimetry are 
used for computing the pressure field within the volute of a centrifugal pump. It is 
shown that blade-tongue interactions and nonuniform outflux from the impeller are 
primary contributors to local pressure fluctuations and far field noise. Conse
quently, a slight increase in the space between the impeller and the tongue causes 
significant changes inflow structure and reductions in the resulting noise. The im
pact is significant as long as the tongue-impeller gap is less than 20 percent of the 
impeller radius. It is also shown that the vorticity distributions, particularly the 
large vortex trains associated with the jet/wake phenomenon, dominate variations 
in the total pressure. Thus, it is unlikely that a potential flow model can provide 
any realistic description of the flow structure. 

Introduction 

Background. The present paper is the first of a series of 
publications dealing with the relationship between unsteady flow 
structure, pressure fluctuations, and noise generation within 
centrifugal pumps. It follows earlier observations (Dong et al., 
1992 and Chu et al., 1993) that characterized the flow in dif
ferent sections of the volute. Based on the results, the present 
study focuses on blade-tongue interactions. The available lit
erature on this subject is scarce, and to the best of our knowl
edge there isn't even a single source that provides data in suf
ficient detail to determine the impact of the flow structure on 
the pressure field. The few available LDV measurements (Miner 
et al., 1989, 1992, Cader et al., 1992, for example) demon
strate some of the characteristics of the flow, but do not deal 
with the pressure. Conversely, detailed surface pressure mea
surements, performed for example by Tourret et al. (1991), 
do not provide information on the flow structure. Sources that 
include combined measurements, such as Yuasa and Hinata's 
(1979) are limited to a few points, and cannot really explain 
the measured spectra. Consequently, our present understand
ing of the impact of the flow structure on unsteady forces, 
vibrations, and noise is limited at best. 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division November 8, 1993; revised manuscript received May 11, 1994. As
sociate Technical Editor: L. Nelik. 

Even with detailed maps of the velocity distribution avail
able, results of surface pressure measurements, performed in 
the same pump, are quite puzzling and difficult to explain. 
Figure l(fl), for example, contains a series of signals measured 
by neighboring flush-mounted transducers (description of the 
overall setup and the location of measurements are discussed 
in Dong et al., 1992a and in Part B). In spite of their proximity 
and similar spectra (Fig. \{b)), the wave forms are consider
ably different. Temporal correlations between signals (see a 
sample in Fig. 1(c)) show some dependence on blade orien
tation, but the correlations are much higher at different times. 
Furthermore, the relationship to the local velocity is unclear, 
and it is apparent that to understand the pressure distribution 
one needs an overall, detailed description of the entire flow 
structure. When such information is available, by using PDV 
for example, it is possible to compute the pressure distribution 
from the velocity field if the pressure at a single point is known. 
The results enable identification of specific flow phenomena 
that dominate the pressure field and far field noise. The present 
study describes such a process. It is divided to two parts. In 
the first we describe the process of computing the pressure 
field, and compare the results to measurements in selected 
points. The second part focuses on the results, namely, on the 
impact of the flow structure on the pressure field. Once dom
inating phenomena have been identified, a following paper deals 
with modifications to the geometry of the tongue, and their 
impact on flow structure, pressure fluctuations, and noise. 

Computing the Pressure Field From the Velocity. The 
phase averaged pressure can be computed by using the Reyn-
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The viscous stresses are neglected here due to the high Reyn
olds number, and in part also due to the large error associated 
with use of second-order derivatives of a measured quantity 
(accuracy will be discussed later). Turbulence is defined here 
as deviations of the instantaneous velocity at a certain impeller 
orientation from the phase averaged results. The value of M, 
represents phase averaged velocity. Then, if the pressure is 
known at one point (xo, yo, Zo). it can be estimated at any other 
point by integrating Eq. (1). Nondimensionalizing this using 
the impeller radius, R,, and the tip speed, Ur, as reference 
length and velocity scales, respectively, results in the follow
ing dimensionless equation; 

p(Xi, t) - p(Xoi, t) 

dx, (2) 

An exact solution requires knowledge of all three velocity 
components along the path of integration. Two-dimensional 
distributions can be obtained by using conventional PDV, but 
the third component has to be measured separately. In the pres
ent study we investigate the flow within a two-dimensional 
volute of a centrifugal pump. This geometry does not insure, 
of course, that the flow is two dimensional. However, as the 
results show, in most cases the dominating terms of Eq. (2) 
can be computed from the velocity distribution in a plane nor
mal to the axis of the pump (in selected sections we measured 
all three components). In fact even the turbulent terms are small 
as long as the integration is performed along a short path. 

Without the turbulent and "out-of-plane" terms, Eq. (1) can 
be rewritten as: 

(3) 

where 4 = dv/dx — du/dy is the vorticity. This expression is 
useful for distinguishing between vorticity and unsteady ef
fects on the total pressure of the fluid, and should serve as a 
guideline as to whether potential flow models can describe the 
flow structure in the volute. As will be shown shortly, in most 
cases the vorticity term is dominant along a path which is ap
proximately normal to the streamlines. Thus, potential flow 
models cannot be used for describing this flow without sig
nificant errors. 

Experimental Setup 

Test Facility. The experiments were performed in a pump 
flow visualization facility, which is described in detail by Dong 
et al. (1992). The test model was a centrifugal pump operating 
at 890 rpm. The impeller was 9.95 inches in diameter, and 
had 7 blades, all of them with an exit angle of 15 deg. The 
original casing of this pump was replaced with a transparent 
casing on its perimeter and bottom (shroud) side. The volute 
had constant thickness {H = 0.975 in.) which was equal to 
the thickness of the impeller. Thus, an attempt was made to 
create a two-dimensional flow, at least as far as boundary con
ditions were concerned. 

Tecliniques and Procedures. Velocity measurements were 
performed by utilizing PDV, following procedures described 
in detail by Dong et al. (1992a, b). Briefly, this method con-
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Fig. 1 (a) Measured pressure fluctuations at different locations (indi
cated in Fig. 2), Dashed line: instantaneous; continuous line: piiase av
eraged, (b) Power spectra of pressure fluctuations at E6 and E10. (c) 
Their temporal correlation; the arrow marics the peak associated with 
blade passage 

sists of recording multiple exposure images of a flow field il
luminated by a laser sheet and seeded with microscopic neu
trally buoyant particles. The analysis consists of dividing the 
image into a large number of small windows, and determining 
the mean shift of all the particles within each window by com
puting the auto-correlation function of the intensity distribu
tion. Calibration experiments have shown that the uncertainty 
level can be kept at about 1 percent, provided certain condi
tions associated with particle density and magnification are 
satisfied. The region sampled during the present study is out
lined in Fig. 2{b), and a schematic illustration of the optical 
setup in the pump facility is presented in Fig. 2{d). The thick
ness of the laser sheet is 1 mm, and it can illuminate any sec
tion of the volute through the transparent perimeter or bottom. 
The images are recorded by a 35 mm camera. Three laser pulses, 
typically delayed by 160 /as, were used for recording a single 
image. The timing of each laser pulse was synchronized with 
orientation of the impeller by installing an encoder on the shaft 
of the pump. 

Pressure fluctuation measurements were performed on the 
upper (hub side) surface, mostly with flush-mounted, 2.5 mm 
diameter, piezo-electric transducers (PCB model 105B02). In 
order to increase the spatial resolution, at one point {r/Rj = 
1.07, d = 356.9 deg) the transducer was actually installed in
side a small chamber (2.5 mm diameter, and 1 mm long) lo
cated below the surface and connected to it through a 1mm 
diameter tap. The noise was measured with flush mounted hy
drophones (PCB model 106M12) located 1 m upstream and 
downstream of the pump. The signal was amplified and re
corded by a PC based data acquisition system. FFT was used 
for computing the spectra. Mean pressure measurements were 
performed using 0.5 mm pressure taps. The transducers were 
regularly calibrated, and the error level of the absolute pres
sure (mean -f fluctuations) should be about 1 percent. In order 
to perform both measurements at the same point, part of the 
upper surface was replaced with an insert that could accom
modate either the transducer or the taps. The sites of mea
surements are indicated in Fig. 2{b). Only part of the data is 
included in this paper. 
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(a) 

INLET 

Fig. 2 Schematic description of: (a) the optical setup; (b) the location 
of pressure transducers and the illuminated vertical plane discussed 
In this paper 

Data Required for Computing tlie Pressure. A careful 
analysis involving computations of gradients requires us to keep 
the dimensionless time and spatial increments comparable. Based 
on previous experience, the spatial increment, Ax, has been 
selected as 1.35 mm (AX/RT = 0.0107). Consequently, the 
time increment At is selected as 0.19 ms (AtUr/Rr = 0.0177), 
which is the time required for the impeller to rotate by 1.01 
deg. Since most of the spectrum (Fig. 1) is concentrated well 
below 5 KHz, this time scale should be short enough to cover 
all the significant spatial and temporal variations. Thus, 51 
sets of images were recorded every 1 deg of impeller orien
tation, covering an entire blade passage. At least 12 images 
were analyzed at each angle in order to calculate the phase 
averaged velocity distribution. This number was selected by 
estimating the number of measurements required to keep the 
variation resulting from an additional measurement at about 1 
percent, the error level of the velocity measurements. Velocity 
fluctuations and Reynolds stresses were then estimated as the 
mean deviation of the instantaneous data from the phase av
eraged results. 

PDV measurements provide only two velocity components 
in the center plane of the volute (u and v in cartesian coor
dinates and Vf, Vj in cylindrical coordinates). Values of w, the 
axial velocity, are known only in selected sections (Dong et 
al., 1992 and Chu et al., 1993). The results (not shown here) 
show that in regions located away from the immediate vicinity 

0.4 0.6 
t / (2nR,/7U,) 

Fig. 3 Samples of original and filtered velocity at a single point 

of the tongue w is an order of magnitude smaller than Vg, and 
is also smaller than v,. Near the tongue v̂  and w are compa
rable, but still Vf, is considerably higher. Thus, the terms that 
we cannot determine in Eq. (2) wdv/dz and wdu/dz, are much 
smaller than pdv/dy, and pdu/dy. For the most part they are 
also considerably smaller than udp/dx and udu/dx. However, 
we computed the values of wdp/dz and d{w'p')/dz along one 
line of integration, for which we had all the 3-D data. The 
results were used for evaluating the error introduced by omit
ting terms that include the axial derivatives. 

Procedures for Computing tlie Pressure. A simple ap
proach to estimate the time derivatives in Eq. (2) is to compute 
[v{t + At) - v{t - At)]/2At. However, derivatives computed 
in this fashion (by comparing the velocity in different vector 
maps) introduce "jitters", caused by subtraction of numbers of 
similar magnitudes. Consequently, a smoothing scheme is nec
essary. Since significant pressure fluctuations extend up to about 
700-800 Hz, and the velocity is sampled essentially at 5.3 
KHz (the blade rate frequency is 104 Hz), one can still utilize 
a low pass filter without eliminating significant phenomena. 
The process involves computation of the Fourier transform, 
using FFT, for all the 51 data points at a specific location. 
Then, a cutoff frequency, ranging between 500-2000 Hz is 
selected, the spectrum is filtered (we selected a simple, top-
hat filter) and converted back to the time domain. The deriv
ative is also estimated first in the frequency domain. Examples 
of original and filtered data are provided in Fig. 3. Based on 
such results we somewhat arbitrarily selected a cutoff fre
quency of 750 Hz for estimating the time derivatives. At this 
frequency the filtered signal seems to be sufficiently smooth, 
but does not sacrifice relevant information. The spatial deriv
atives are much less jittery, due to the overlap of windows 
during analysis, and due to the velocity computation routines 
that involve comparison and matching of data in neighboring 
windows (Dong et al., 1992a). However, we still utilized the 
same filtering procedures, in order to prevent any bias in the 
results. The process consisted of computing the FFT using 51 
points along the path of integration, and filtering the results. 

Sample characteristic distributions of the terms in Eq. (2), 
for integration along vertical (y) and horizontal (x) pathes are 
presented in Figs. 4{a-e) and 5(a-e), respectively. Of the terms 
involved with integration along a vertical path, dp/dt and pdv/dy 
are dominant, except for a small region located near the tongue, 
where udv/dx is also significant. In other words, phase av
eraged pressure gradients occur as a result of an imbalance 
between the unsteady and vertical convective terms in the 
Reynolds equation. Similarly, in integrations along a horizon
tal path du/dt and vdu/dy are dominant, and udu/dx is small. 
The turbulent terms are for the most part insignificant. 

A comparison between the measured phase-averaged surface 
pressure and the computed values, at two selected points, are 

26/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 au/et 

Fig. 4 Terms Involved In vertical integration of tlie Reynolds equation Fig. 5 Terms involved in horizontal integration of the Reynolds equa-
when the biade Is at 10 deg. (Dark shade: negative; light shade: pos- tion when the blade is at 10 deg. (Dari< shade: negative; light shade: 
Itlve. Increment between lines is 0.2 U^RT-) positive. Increment between lines Is 0.2 U?//?,--) 

presented in Fig. 6. In both cases (and for the rest of our anal
ysis), the starting point is ElO (r/Rr = 1.07 and 9 = 341.2 
deg), and the two selected examples represent the largest dis
tance from the starting point within the sampled section, in 
which the pressure is measured. In both cases the agreement 
is quite good, especially in view of the assumptions made, and 
since we compare surface pressure measurements to compu
tations determined from data recorded at the center plane of 
the volute. A contour map of the pressure distribution, deter
mined from the data presented in Figs. 4 and 5, is presented 
in Fig. 7. Other pressure distributions, and detailed explana
tion on how they are related to the flow field, are presented 
in Part B of this paper. 

As noted before, in order to demonstrate the impact of ne
glecting the terms involving the axial velocity we calculated 
the pressure distribution along a path for which we had all 
three velocity component. This path is marked with a dashed 
line in Fig. 2(b). For most of the flow field the values of w, 
the axial velocity, vary between 1-2 percent of Ur- Only at 
the intersection of the tongue with the shroud w increases to 
6-8 percent. At the center plane w/Ur never exceeds 2 per
cent. Values of wdv/dz and d(w'p')/dz were computed from 
the axial distributions, and the impact of these terms on the 
pressure field is demonstrated in Fig. 8. At least along the path 
of integration this effect is negligible. However, around the 
tongue, particularly near the impeller, there are regions where 
wdp/dz is significant (data not shown here, some axial distri
butions are presented by Dong et al., 1992b and Chu et al., 
1993). Consequently, in computations involving points located 
near the tongue, we always choose a path that minimizes the 
use of data in this region. 

It is also interesting to demonstrate the impact of the vor-

o o O Calculated pressure 

Measured pressure 

E23 ( r /R ,= 1.30 9=360°) 
- H — 1 — I — I — I — 1 — I — . — , — I — I — I — , — I — h -

oo© 

E6 ( r /R ,= 1.07 S=360°) 

0.2 0.4 0.6 
I / ( 2 7 T R , / 7 U , ) 

Fig. 6 Comparison of measured and calculated pressure at two locations 

ticity on the pressure field. For this purpose, Eq. 3 is used for 
computing the total pressure (p/p + (u^ + v^)/2) and a sample 
result presented in Fig. 9. The relevant temporal derivatives 
can be found in Figs. 4 and 5, and the dimensionless values 
of j^4 and M4 are presented in Fig. 10. As expected, along a 
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Fig. 7 A sample contour map of the calculated pressure distribution Fig. 9 A sample contour map of {p/p + (ir̂  + V^)/2}/UT at Q/OQESIGN 
(in psi) at Q/ODESIGN = 1-35 and blade orientation of 10 deg = 1.35 and biade orientation of 10 deg 

— Pj_(j (Computed from 2-D data) 

Pj-D (Computed from 3—D data) 

i/h 

Fig. 8 Comparison of the pressure calculated along the path defined 
In Fig. 2(b) with and without the terms involving the axial velocity 

vertical path, which is almost parallel to the streamlines in 
most of the flow field, dv/dt is much larger than u^^. How
ever, along a horizontal path du/dt is comparable to v^^ only 
near the impeller and the tongue. In any other region v^^ is 
much larger. For example, when the blade is at 11° and 21° 
the vorticity field, particularly the vortex trains (see Part B), 
dominates the variations in total pressure. Thus, it is unlikely 
that a potential flow model can provide any realistic descrip
tion of the flow structure. 

Error Analysis. As noted before, we have to use Fourier 
transform and filtering at 750 Hz to reduce the "jitter" in the 
time derivatives. This smoothing routine actually reduces our 
error as explained in this section. The Fourier series expansion 
of the measured velocity, U{ti), is: 

U{t,) 
Oo 

a„ cos( 2mT— 1 + b„ sini Imr- (4) 

;:,o 

I 
- .0 

0.0 

* 1 u 
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# \ 
i..^^..^.^.^.^.2^.^^ 

0-0 1.0 (Inch) 

Fig. 10 (a) uf^ and (b) -vf^ distributions at Q/ODESISN = 1-35 and blade 
orientation of 10 deg 

where ( = 0, 50; T = 9.6308 X 10"^ s; ;, = iT/50.0. 
Using FFT the uncertainties in the values of a„ and b„ are: 

Aa„ 

Ab„ 

£ c o s ^ f 2 n ^ W 0 , ) 

^y|sin (̂2.j).̂ (,)_ 

1/2 

ni /2 

(5) 

(6) 

where AUiT,), the uncertainty in velocity measurements is about 
1 percent, and At = T/50.0. The error in dU{t,)/at is: 

ac/(r,) 

dt HE ti 2mr I 
sin 2n7r- ]Aa, 

T \ T, 
25 IniT ( t\ 

cos 2mr - Ab„ 
T \ T) _ 

2\ 1/2 

(7) 

Since n now is a coefficient of each term, higher order terms 
have increasing impact on the uncertainty for similar values of 
Aan and Abn. Filtering the signal at 750 Hz that, as Fig. 3 
shows, does not affect trends in the velocity, reduces the max-
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imum value of n form 25 to 7. A characteristic value for 
(rT/Ul)A(dU{ti)/dt), calculated with n varying between 1 and 
7, is 0.016. If all the higher order terms are kept, the error is 
10-20 times larger, which means that the calculated deriva
tives are meaningless. Similar results are obtained for all the 
other spatial and temporal derivatives. 

The Reynolds stresses, «,'«,', which are estimated from: 

u'i = Ui iS", A^= 12 (8) 

result in uncertainties of Au' = 0.014 U and Aulu] = 0.017 
U^. Dimensionless gradients of stress, computed using Fourier 
transform and filtering, are typically about 0.0066. 

During a single integration step {8y) the pressure changes 
by Sp, and the associated uncertainty can be estimated from: 

Sy dt 
+ \UA 

dV 
VA — 

dy 

AV 

dx 

AV] + [A 

+ 
du'v' 

dx 

— AU 
9x 

2 

+ A 
dv'v' 

By 
(9) 

Typical values vary between 3 to 20 percent. In sites with rel
ative error above 10 percent, the primary cause is a very small 
Sp/8y. In regions with significant pressure change, the relative 
error is well below 10 percent. 

Summary and Conclusions 

Velocity distributions obtained using PDV have been used 
successfully for computing the pressure field within the volute 
of a centrifugal pump. This procedure enables direct compar
ison between the flow structure and the pressure field. For the 
flow conditions relevant to the present study, two-dimensional 
data is for the most part sufficient for obtaining correct results. 
In regions located away from the tongue pressure gradients 
occur as a result of imbalance between the unsteady terms (dv/dt 
and du/dt) and convection in the vertical direction {vdv/dy and 

vdu/dy, respectively). This trend is a result of differences in 
the magnitudes of v (—v^) and u (—v^). The turbulent terms 
are insignificant. Distributions of total energy and the terms 
affecting them show that in a direction normal to the stream 
line, one cannot neglect the effect of the vorticity. Thus, po
tential flow model cannot provide an acceptable description of 
the flow. The paper includes also a detailed error analysis, that 
shows that the uncertainty in the computed pressure is for the 
most part less than 10 percent. 
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Relationship Between Unsteady 
Flow, Pressure Fluctuations, 
and Noise in a Centrifugal 
Pump—Part B: Effects of 
Blade-Tongue Interactions 
Maps of pressure distributions computed using PDV data, combined with noise and 
local pressure measurements, are used for identifying primary sources of noise in 
a centrifugal pump. In the vicinity of the impeller pressure minima occur around 
the blade and near a vortex train generated as a result of non-uniform outfluxfrom 
the impeller. The pressure everywhere also varies depending on the orientation of 
the impeller relative to the tongue. Noise peaks are generated when the pressure 
difference across the tongue is maximum, probably due to tongue oscillations, and 
when the wake impinges on the tip of the tongue. 

Introduction 

There are numerous possible sources of unsteady loading, 
vibrations and noise within a pump. As shown in Dong et al., 
(1992a and b), the entire flow within the volute and the leak
age between the tongue and the impeller are "pulsating" and 
depend on the location of the blade relative to the tongue. Blade 
effects are particularly evident near the impeller (at r/Rr < 
1.2, R; being the impeller radius), where the flow is domi
nated by the jet/wake phenomenon, observed before by Dean 
and Senoo (1960) and Eckardt (1975 and 1976). Unsteady 
phenomena are also associated with Blade-tongue interactions.' 
For example, tongue induced blockage to the space between 
blades causes an increase in the radial velocity in the unob
structed section. The stagnation point on the tip of the tongue 
also fluctuates, as demonstrated also by Miner et al. (1992). 

The periodic unsteady flow phenomena are also accom
panied by turbulence (Dong et al., 1992b). It is particularly 
high at the interface between the "jet" and the "wake" and 
behind the blade. Angular momentum balances show that torques 
caused by estimated turbulent r̂ e and Tgg (tangential and cir
cumferential stresses, respectively) can be as high as 2 and 5 
percent of the overall change in angular momentum flux, re
spectively. Turbulence production is also significant, and a 
considerable portion of energy losses occur within the volute. 

Determining the impact of these unsteady phenomena on the 
pressure field and far field noise is not an easy task, as dis
cussed in part A of this paper. The wave-form measured by 
the pressure transducer contains several peaks, whose origins 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division November 8, 1993; revised manuscript received May 11, 1994. As
sociate Technical Editor: L. Nelik. 

and how they are related to the flow field are unclear. In order 
to remedy this problem we use PDV data to compute the pres
sure field. After verifying in Part A that the results are ac
ceptable, we end up with a map of the entire pressure distri
bution, as well as a map of the velocity and vorticity fields 
causing it. As the present paper shows, this data base can be 
instrumental in identifying primary causes for pressure fluc
tuations and far field noise. Specific dominating phenomena 
are direct blade-tongue interactions and unsteady flow asso
ciated with the jet/wake phenomenon. Consequently, as a fol
lowing paper shows, relatively small changes to the gap be
tween the tongue and the impeller cause major changes to the 
entire flow structure, pressure fluctuations and "far field" noise. 

Setup and Procedures 

The test model was a vertical centrifugal pump operating at 
890 rpm. The impeller was 9.95 in. in diameter, and had 7 
blades, all of them with an exit angle of 15 deg. The config
uration of the volute perimeter (in inches) was r^ = R-p + 0.34 
+ 4(9/360 deg) where 9 = 0 deg was located 3 deg upstream 
of the tip of the tongue. The volute had constant thickness (H 
= 0.975 in.) which was equal to the thickness of the impeller. 
The 4 in. X 0.975 in. exit gradually expanded to a 4 in. pipe 
by using a fiberglass diffuser with maximum expansion angle 
of 7 deg. The design flux of this volute was 200 gpm (specific 
speed of 1250), but the maximum efficiency occurred at a 
slightly lower flux (about 190 gpm). Further detail can be found 
in Dong et al. (1992). Measurements were performed 35 per
cent above design flow rate in order to highlight nonuniform-
ities and unsteady phenomena. Velocity measurement was per
formed using PDV. Data was recorded at the center plane of 
the volute every 1 deg of impeller orientation for the entire 51 
deg of a blade passage (Fig. 1). At least 12 data sets were 
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Fig. 1 A schematic description of the sample area and location of 
pressure transducers 
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Fig. 2 Vr/Ur distributions at 0/Od,sien = 1.35 with blade at: (a) 351 deg; 
{b) 1 deg; (c) 11 deg; and (d) 21 deg 

used for generating a single phase averaged distribution. The 
pressure was computed using Reynolds Equations following 
procedures described in Part A. Vorticity (l, = dv/dx - du/ 
dy) was determined by computing Av/Ax - Au/Ay. 

Results 
Sample Velocity Distributions. Four characteristic sam

ples of phase-averaged radial {Vr) and tangential (V )̂ velocity 
distributions are presented in Figs. 2-3, respectively. They are 
selected to illustrate characteristic blade-tongue interactions, 
and the impact of non-uniform outflux from the impeller. The 
jet/wake phenomenon is clearly evident. V^ peaks in the pres
sure side of the impeller (Fig. 2(a)), where Vs is minimum 

1.0 (inch) 

Fig. 3 Ve/Uj distributions at Q/Qdesig„ 
(b) 1 deg; (c) 11 deg; and (tf) 21 deg 

1.0 (inch) 

1.35 with biade at: (a) 351 deg; 

(Fig. 3(a)), and Vo peaks at about 20 percent of the blade pas
sage behind the suction side (Figs. 3(a) and (/?)), where V^ is 
minimum (Figs. 2(a) and {b)). As the blade moves closer to 
the tongue, the induced blockage to the outflux first increases 
the radial velocity in the unobstructed portion. When the blade 
is located near the tongue Vj between the blade and the tongue 
is at a minimum level, indicating that the leakage is minimal. 
In fact, high speed movies of this flow (data not shown here) 
shows that the leakage drops almost to zero at a certain angle. 
As the blade moves behind the tongue, the bulk of fluid with 
high Vg is convected away from the impeller, and as demon
strated in Fig. 3(cO, creates what appears to be an "impinging 
jet" on the tip of the tongue. The impact of this phenomenon 
on the pressure will be discussed later. 

Vorticity and Turbulence From Fig. 3, it is clear that 
there is a considerable mismatch between Vg leaving the im
peller and the local tangential velocity in the volute, particu
larly within the "wake." Consequently, as the vorticity distri
butions show (Fig. 4), a powerful vortex train with negative 
vorticity is generated at the wake "front", namely when V^ 
starts increasing. High positive vorticity peaks exist on the other 
side of this region, namely when Vj starts decreasing (it is 
harder to identify them since most of the flow has some pos
itive vorticity). Thus, the region with high Vj is bounded by 
the appropriate shear layers on both sides. Traces of the same 
phenomenon have been visible in other locations and flow con
ditions, but they are particularly evident when the outflux is 
high and the local Ve in the volute is low, such as upstream 
of the tongue above design conditions. Another pair of counter 
rotating vorticity peaks develops in the pressure side of the 
impeller, especially when the blockage increases V^ (Fig. l{b) 
and A{b)). Since the convection velocity between the tongue 
and the impeller is low under these conditions (i.e., when the 
blade is located near the tongue), the negative vorticity peak 
remains "stuck" in the comer and eventually coincides with 
the larger vorticity train (Fig. 4(c)). With increasing velocity 
in this region, the combined vortex train is convected around 
the tongue. As we have realized, this phenomenon depends on 
the impeller-tongue spacing, and in experiments with a slightly 
larger spacing (11 percent of the radius, instead of 7 percent). 
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Fig. 4 Vorticlty distributions at O/Odesign = 1-35 with blade at: 
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the vortex train is mostly convected with the leakage into the 
beginning of the volute. 

Generation of the large vortex train causes formation of a 
thin layer with relatively high turbulence levels (defined as 
mean deviation of the instantaneous data from the phase av
eraged velocity), as shown in Fig. 5. This layer exactly co
incides with the high vorticity peaks. Increased levels of tur
bulence can be seen also near the tip of the blade, especially 
when it is located near the tongue. As discussed by Dong et 
al. (1992), as the overall flow rate of the pump decreases, the 
turbulence level near the blade increases. At 50 percent of de
sign conditions there is very little outflux near the tongue and 
the blade becomes a major turbulence generator. 

Pressure. Four contour maps of the instantaneous, phase-
averaged pressure are presented in Fig. 6. The corresponding 
velocities and vorticity are presented in Figs. 2-4. There are 
some readily observed phenomena, such as a pressure mini
mum near the blade. The finite thickness of the blade (equiv
alent to 5 deg), which prevents outflux and causes formation 
of a separated region at the tip is responsible for this phenom
enon. A second pressure minimum is located at the originating 
point the negative vortex train (the latter is particularly evident 
when the blade is at 1 deg and 11 deg). Pressure maxima occur 
between the blade and the vortex train, and within the wake, 
but slightly behind the point of maximum V^. There is also an 
overall decrease in pressure everywhere when the blade is lo
cated near the tongue, consistent with the previously observed 
increase in the overall flow rate (Dong et al. 1992). When the 
blade is located relatively far from the tongue, at 351 deg and 
21 deg for example, the pressure is higher everywhere. In the 
latter case, the pressure gradients between the tongue and the 
impeller are minimal, and as Dong et al. (1992) observed, the 
leakage is maximum. This trend occurs since the measure
ments are performed above design conditions, namely the mean 
pressure at the beginning of the volute is higher than the pres
sure at the exit. When there is least obstruction between these 
regions, that is when the blade is far from the tongue, the 
pressure in the exit region reaches its maximum. 

Other less obvious phenomena require careful examination. 

Fig. S Turbulent stresses at Q/Qoestgn = 1-35 when the blade Is at 1 
deg: (a) -WIP x 10'; {b) -WV' x 10' and (c) -Vv' x 10'. (Dark shade: 
negative; light shade: positive, increment between line is O.SUf.) 

1.0 (inch) 0.0 1.0 (inch) 

1.0 (inch) 1.0 (inch) 

Fig, 6 Pressure distributions (in psi) at Q/Odesign = 1-35 with blade at: 
(a) 351 deg; (b) 1 deg; (c) 11 deg; and (d) 21 deg 

For example, the low velocity between the tongue and the im
peller creates conditions similar to a flow around an upstream 
(foreward) facing step, including a high pressure in the "stag
nation region" (between the tongue and the impeller), and a 
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Fig. 7 Distributions of dv/df and vdv/dy when the blade is at: (a) 340 
deg; (b) 346 deg; (c) 353 deg; (d) 355 deg; (e) 3 deg; (f) 11 deg; (g) 16 
deg; and (/i) 21 deg. (Dark shade: negative; light shade: positive. In
crement between lines Is 0.2Uf/f?r-) 
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Fig. 8 Distributions of du/df and vdu/Dy when the blade Is at: (a) 349 
deg and (b) 355 deg (Dark shade: negative; light shade: positive, in
crement between lines is 0.2(/f/Rr.) 

low pressure as the flow circumvents the tongue. This phe
nomenon is clearer when the blade is located far from the tongue, 
but is evident in all the data. The distributions of vdv/dy, (Figs. 
7(a)~(b) and Part A, for example) provide the clearest dem
onstration with positive and negative peaks on both sides of 
the tongue. 

As noted in Part A, in most cases, pressure gradients result 
from an imbalance between the vertical convective terms, vd/dy, 
and temporal changes, d/dt (samples are provided in Figs. 7 
and 8). In the immediate vicinity of the impeller, the temporal 
changes and the origin of unsteady phenomena are closely as-

0.0 0.2 OA 0.6 O.a 1.0 
t / (2FR, /7U, ) 

Fig. 9 Comparison of measur^jd and calculated pressures (with E10 
as the starting point) at three locations. V, and V,, are also shown for 
reference 

sociated with the motion of the blade. Convection into the vol
ute, however, is controlled by the local velocity, which is con
siderably lower (see Fig. 3). This lag causes several phenomena, 
the most obvious being the diagonal structure, which is clearly 
evident in Figs. l{e)-(h) (all are associated with the shear layer/ 
vortex train). Anytime that the temporal structure lags or leads 
the convected structure, it results in local pressure gradients. 
Consequently, a series of pressure peaks appear at different 
times on both sides of the vortex train. For example, the pres
sure minimum near the impeller at 21 deg (Fig. 6(d)) occurs 
since convection {vdv/dy) lags behind the temporal (dv/dt) 
structure, as is evident from Fig. 7{h). It has no relationship 
to a pressure minimum at the same location at 11 deg (Fig. 
6(c)), which is located under the vortex train, and results from 
differences in the magnitudes of dv/dt and vdv/dy (Fig. 7(/)). 

The few examples provided do not cover all the details of 
this flow, but they should demonstrate its complexity. We can 
now return to the starting point, namely the pressure signal at 
selected sites, and explain the occurrence of specific peaks. 
This exercise is useful for identifying dominating phenomena. 
Several peaks at points E9, E6 and E23 are identified in Fig. 
9(a)-(c), respectively. For comparison purposes, each plot 
contains also distributions of V, and Vj. The corresponding 
relevant convective and temporal terms are included in Figs. 
7 and 8. At E9, there are minima when the blade (point A) 
and the wake (between C and D) are passing by. The latter 
also coincides with the arrival of the blade to the tip of the 
tongue. The maximum at point B occurs in part since both 
dv/dt and vdv/dy are positive (Fig. lid)) a short distance be
hind the blade. Just after the wake clears E9 Vo decreases rap
idly (dv/dt increases in Fig. 7(g)), causing an increase in pres
sure at (point E). A short time later (Fig. 7(h)) dv/dt is smaller, 
and the pressure decreases again (point F). In summary, the 
wave-form at E9 is created by the blade and the jet/wake phe
nomenon. 

At E6, there is a major pressure dip when the blade is pass-
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ing by (point J in Fig. 9ib), and Fig. 1(e)). This dip always 
involves a difference between magnitudes of dv/dt and vbvjby 
(the former is negative and larger). At E6 this minimum is 
augmented since the blade lines up with the tip of the tongue 
at the same time. Maxima at points G and I and the minimum 
at point H are all a result of variations in the magnitude of 
fivlbt as the blade is approaching. The measured surface pres
sure does not contain these small peaks, but it is still relatively 
high, indicating that the deceleration of V̂  (—Y) still dom
inates the flow. Another significant phenomenon is the in
crease in Vr ( — M ) as the gap between the blade and the tongue 
decreases (see Fig. 2). It results in high negative values of 
<iul%t (compare Fig. 8(fl) to %(b)), namely positive bpjbx 
{vdu/dy is almost always negative above the tongue). The out
come is a further increase in the pressure between the impeller 
and the tongue, that contributes to the peak at point I. 

As noted before, the vortex train remains in the vicinity of 
the tongue for quite a while due to the low convection velocity 
there (the arrival of the train to E6 is marked with K in Fig. 
9{b)). At this phase trends in the computed and measured pres
sures do not agree. The computed distribution has a "plateau," 
with a small minimum when the vortex train arrives, whereas 
the measured pressure reaches a maximum value. Note that a 
positive peak appears in E9 and E23 almost at the same time, 
and that in all the examples presented there is a discrepancy 
between the measured and computed pressures. We cannot ex
plain this discrepancy since the present study does not include 
computations of pressure in the third dimension. However, the 
available data in vertical planes (Chu et al., 1991) indicate that 
the values of vdw/dy are sufficient to create axial pressure 
gradients (dp/dz) of this magnitude. It is also possible that 
there is a discrepancy between the surface and center-plane 
pressures at the starting point (ElO), which is carried through 
the entire integration. 

Although the absolute values differ, the waveforms in points 
E14, E15, E16, and E23 are quite similar, and only one sam
ple (E23) is presented in Fig. 9(c). There are two main pres
sure dips, the first (point M in the computed data) occurs when 
the blade lines up with the tip of the tongue and there is an 
overall drop in pressure everywhere. The second minimum oc
curs when the wake climbes around the tongue and reaches 
point El6 (point L). Its leading front can be identified by the 
negative vorticity train (Fig. 4(a)), and its bulk can be rec
ognized by the elongated regions with negative vdv/dy and 
positive dv/dt (Fig. 7(a)). Since vSv/dy is almost always neg
ative to the left of the tongue (overcoming the wake traces) 
dp/dy is high in the vicinity of E16, resulting in a decrease in 
pressure below this point. Although it is possible to identify 
weak traces of the same wake in the distributions of dv/dt at 
346 deg and 353 deg (Figs. 7(b) and (c)), as well as from the 
vorticity distribution at 351 deg and 1 deg, its impact becomes 
weaker and overshadowed by other phenomena. Pressure gra
dients to the left and below E16 show weak dependence on 
time, and consequently, the waveforms are quite similar in 
shape (the absolute pressures are not the same, but the differ
ences are weakly dependent on time). Part of the waveform at 
E23, such as the pressure minimum when the blade is lined 
up with the tip of the tongue, is related to the local flow dy
namics. The other part, which is a result of interaction of the 
wake with the tip of the tongue, is not associated with changes 
in the local flow. Thus, the unsteady pressure at E23 "quali
fies" in part as noise. The same conclusion applies to most 
points located at r/Rj & 1.2. The origin (flow structures caus
ing them) of pressure fluctuations within the volute is limited 
to the immediate vicinity of the impeller (r/Rj- < 1.2). 

Spectra of pressure waveforms, for a single blade passage, 
as well as for the entire impeller cycle are presented in Fig. 
10. The single passage spectra show the amplitude of Fourier 
coefficients of the phase averaged waveform (the waveform of 
single blade passage can only be decomposed to coefficients 

200 

180 

160 

140 

120 

100 

180 

160 

140 

120 

100 

? 180F 
D. 
^ 160 ; 

? 120; 

100 : 

180 ; 

160 : 

140 ; 

120 i 

100 : 

180 

160 

140 

120 

100 

- • Calculoted pressure in one blade cycle {E9) j 

^ i I 1 1 1 . : 
: ! 
r » 
: il 
- ii 

1 1 1 I 1 i < . 1 , 
\ I I i I 1 \ \ \ \ \ I \ \ \ , f. 

, i « i! i ! i i I t 
, i i! i! ii i i i ! i i i i ) i ic 

'7 

Mea£ ured press j re in one blade cycle (E9) 

1 
- 1 1 Colculoted pressure in one blade cycle (E6) _: 

: ! i 1 : 
- S 
- ij 

~ 'i 
: ij 

ij 

' 

* i i ' i 1 1 ' 1 1 1 1 r 

ii » !i ! S 1 1 ! i i ! ! i i i f 
|i !! Ii ! Ii li Ii ! ! Ii |i ! f 5 ,1 ! |c 

, 

Measured pressure in one blade cycle (E6) j 

\\ , I I 1 I.I i 1 . 1 
- n FFT of the averaged pressure (E6) .: 

i , -J l_ A A A , " Average of FFT's of pressure (E6) : 

^ ^^^^i^m^Kn 

Fig. 10 Spectra of pressure waveforms at two locations for a single 
blade passage as well as for the entire Impeller cycle 

at discrete frequencies nfo, where /o is the fundamental fre
quency). In some cases the computed and measured spectra 
are similar (E9), and in others there is a discrepancy, that in
creases with increasing frequency (E6). We do not have an 
explanation for this difference. Some may be related to the 
size of the transducer (=0.02/?^), which causes attenuation of 
signal occurring due to convected phenomena at frequencies 
exceeding 2328Hz (« Vg/O.OlRr « 0.5UT/0.02RT « 2328 Hz). 
The phase averaged spectrum of the entire impeller contains 
already "broad band" component, both due to variations be
tween blades, as well as the complex flow discussed in this 
paper. Turbulence adds energy to the broad band portion of 
the spectrum, that increases with increasing frequency, but does 
not increase the amplitude of the primary harmonics. 

Correlations to "Far Field" Noise 

A comparison between the signal of a hydrophone located 
Im downstream the volute, and selected waveforms measured 
within the pump (E3, E14, E23) is presented in Figs. 11 (a) 
and (b) (note the difference in scales). The noise has two min
ima. The first (identified as ml) occurs shortly after the min
imum at E23 (and also at E14, E15, and E16), that, as dis
cussed before, is a result of impingement of the wake on the 
tip of the tongue. The maximum that follows (m2) occurs a 
short time after the maximum at E23. The delay between them, 
~0.5 ms, is comparable to the travel time of sound between 
these points. 

The second and larger minimum, as well as the maximum 
that follows, do not appear to have the same relationship to 
E23. To identify their origin Fig. 11 includes also the pres
sures at E3 and E14 as well as the pressure difference across 
the tongue, p(E3)-p(El4). It is evident that the pressure at E3 
is maximum when p(E14) is close to its minimum. Thus, the 
overall force on the tongue is maximum. Peak m4 in the noise 
signal occurs a short time (0.5 to 1 msec) later, which suggests 
that it is caused by tongue oscillations, induced by the pressure 
difference across it. This delay is comparable to the time re
quired for sound to travel between the tongue and the hydro-

34/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.0 1.07 2.13 
(inch) 

0.0 0.2 0.4 0.6 O.e 1.0 
t / (27iR,/7U,) 

Fig. 11 Comparison between the (hydrophone) noise and local pres
sure fluctuations 

phone (~0.7 ms). This peak does not exist in the signal of 
E23 since the local flow dynamics are sufficient to overcome 
the momentum pulse induced by tongue oscillations. In fact 
the pressure in the entire exit region is minimum at the same 
time (the blade is lined up with the tip of the tongue). It is 
important to explain how can the pressure at E23 have a min
imum and the hydrophone reading, 1 m downstream, does not. 
Since the velocity at E23 is weakly dependent on time, the 
convective terms of the momentum equation are small. Thus, 
the pressure difference between E23 and the hydrophone is 
approximately equal to the mass of fluid between them times 
its mean acceleration. Even when the acceleration is small, the 

mass is sufficiently large to create substantial pressure differ
ence. This explanation was confirmed using dv/dt at E23 and 
the present pump geometry. 

Conclusions 

Maps of the phase averaged pressure distributions, com
puted using PDV data, have been used for explaining the effect 
of blade-tongue interactions on pressure fluctuations and far 
field noise within a centrifugal pump. Near the impeller pres
sure minima occur when the blade passes by a point and when 
the blade lines up with the tip of the tongue. An additional 
minimum occurs below a vortex train, which is generated as 
a result of non uniform outflux from the impeller (jet/wake 
phenomenon). Pressure maxima occur within the wake, behind 
the blade, and when the blade is located far from the tongue. 
The latter is a result of performing the tests above design con
ditions. Maxima in the far field noise are generated due to 
tongue oscillations, forced by local pressure fluctuations, as 
well as a result of impingement of the wake on the tip of the 
tongue. All the sources of pressure fluctuations and noise are 
located within r/Rr ^ 1.2. Dominating phenomena are asso
ciated with interaction of the tongue with the blade, and non
uniform outflux from the impeller. Thus, it seems that by in
creasing the gap between the tongue and the impeller, and as 
a result reducing the nonuniformities near the tongue, it is pos
sible to reduce the far field noise. This issue is the primary 
subject of the next paper. 
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Fluid Flow Structures In 
Staggered Banks of Cylinders 
Located in a Channel 
This paper contains numerical experiments that model fluid flow through a staggered 
array of cylinders and represents a continuation of work previously performed by 
the authors (Braun et al., 1993; Kudriavstsev et al., 1993). The results shown here 
concentrate on the analysis of the physics of flow and pressure distribution in (i) 
one row of cylinders, and (ii) seven rows of cylinders. The test section is the same 
square channel described by Braun et al. (1993). The numerical experiments were 
run in transient mode at Reynolds numbers (Re = u^^xd/v) ranging from 86 to 869. 
The primary purpose of this paper is to report qualitative results regarding the at
tached near-wall jet phenomenon and to discuss its flow mechanics. The authors 
compare various stages of the transient evolution of the flow structures for geometric 
configurations that contain one, and seven rows of pins respectively. The associated 
pressure distributions in the arrays of pins are also discussed. 

I Introduction 

The literature reviewed by the authors presents information 
limited to flow visualization studies (Weaver et al., 1985), flow 
instabilities (Paidoussis et al., 1985; Moretti et al., 1987), and 
flow interference between two cylinders (Zdravkovich, 1977 
and Li et al., 1991). While there is a considerable amount of 
theoretical and experimental work devoted to studies of dif
ferent aspects of flow around a single cylinder, tandem of cyl
inders, or flow in sparse arrays, information about the flow 
within densely packed cylinder arrays is very limited. How
ever, in spite of its significant practical importance (heat ex
changers, nuclear reactors, continuous type chemical reactors, 
screens within the aerodynamic tubes, cooling of turbine blades 
passages), this latter problem has been treated mostly experi
mentally, while analytical and numerical modeling efforts pro
viding design and predictive capabilities have been largely ne
glected. This is perhaps not surprising since the complexity of 
the flow and geometry configurations imposed serious com
putational obstacles. Stansby (1981) performed an investiga
tion with the potential flow assumption and Chen (1986) ob
tained unsteady solutions without vortex shedding. Fomberg 
(1991) performed a numerical study of the flow through one 
row of cylinders limiting it to the steady state flow and sym
metric periodic conditions. Zdravkovich et al. (1988) showed 
the existence of a nonuniform flow across a single row of equi-
distantly spaced tubes, thus proving that the basic periodicity 
assumptions of Fronberg's model were somewhat inadequate. 

The material to be presented in this paper concentrates on 
the numerical simulation of transient and steady-state flow in 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division August 22, 1993; revised manuscript received August 9, 1994. As
sociate Technical Editor: D. P. Telionis. 

densely packed rows of cylinders. The authors use the con
servative, incompressible, transient form of the two dimen
sional Navier-Stokes equations. 

II Mathematical Model 

If one considers a uniform external flow with zero angle of 
incidence past an array of two-dimensional round cylinders, 
the two-dimensional Navier-Stokes equations can be written in 
dimensionless conservative form as 

dij djuu) d(uv) 
dt dX dY 

dV d(W) 3(UV) 

dt dY dX 

dP 1 

dX Re 

dP 1 

dY Re 

d^U d^U 

dX' 

^ ^ ^ ^ ' ''' 

The corresponding pressure Poisson equation is 

d\V^) 
V'P 

d\U^) d\UV) 

3X^ dXdY 

-I-

dY^ 
d% 1 /d^Q) 3̂ 2) 

dt Re \dX^ dY-

W dV 

3X dY 

(3) 

(4) 

One should note that the characteristic length used in this study 
is the horizontal dimension of the physical domain (LQ and L^ 
(Fig. 1(a))), while the time scale is determined by the division 
of this length by the free stream velocity (Uo). During calcu
lations, the dilation term 3 represents the residual that has to 
shrink to zero if continuity is to be satisfied. This is a nec
essary but not sufficient condition for the convergence of pres
sure in Eq. (3), since the joint solution of the pressure and 
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•eO Î  O ^ O ^ O '•1' 

o _ o ̂  o ^ •»o _ o _ o ̂  o • o o _ o ^ -*o ^ o ̂  o ̂  o o ^ o ̂  o ^ 'O X O _ O ̂  O 
o o _ o ^ -20 ^ o X o ^ o 
o o o • l O o n n 

sr 

PTDR, = A,/d 

PTDRf - A,/d 

, — T - - N ' - ^ - r -

"BOTTOM" WALL /Attached near-wall sirs am 
k ? 

tion of the U velocity), 

a) Geometry sketch 

GHIDDING OF THE COMPUTATIONAL DOMAIN & 
BOUNDARY CONDmONS 

»P/aY= (fonmil«8 ) 

OUTFLOW 

lt>7«X= (f(>miul>6 ) 

»U/»X= -»V/»Y 

•̂  ev/ax=o 

Jf/»Y- (foimultS ) 

b) boundary conditions 

Fig. 1(a, b) Characteristic geometry and boundary conditions 

momentum equations does not necessarily imply the satisfac
tion of the continuity equation. 

Boundary and Initial Conditions for the Momentum 
Equation. The boundary conditions (Fig. l{b)) on the lateral 
solid walls assume non-slip conditions and non-porous walls. 
The inflow velocity is uniform with U = I, and V = 0 (zero 
angle of incidence). A reference pressure is assigned to one 
point on the inflow boundary, and the exit flow is allowed to 
develop naturally, Eqs. (5a), (5b) and (6). The velocity bound
ary conditions imposed at the exit are derived from (i) the sat
isfaction of the continuity equation (specifically in the direc-

dU 

dX 

dV 

BY 
(5a) 

and (ii) the condition for constant vertical velocity gradient in 
X-direction 

dV 

dX 
0 iSb) 

Boundary Conditions for tlie Poisson Equation. The 
dynamic pressure P, is allowed to float freely on the inflow 
and outflow boundaries, and is determined from the balance 
of the normal forces with the inertia and viscous forces. The 
effects of the terms dU/dT and dV/dT, both at inflow and 
outflow boundaries, have been considered negligible. The fol
lowing formulation of Eqs. (6) and (7) is totally independent 
of the internal boundary configuration, and thus applicable with 
no restrictions 

dP 

dX 

d(UU) diUV) 

dX SY + 
1 d'U 

Re \dX dY-

atx = 0 , ^ = l;0<Y<Ly (6) 

On the noncontiguous internal boundaries of the pins, in ad
dition to Eq. (6) one needs to add a boundary condition expres
sion for dP/dY 

dP 

dY 

d{UV) diW) 

dX dY 

1 

Re 
—; + — 
dX^ dY (7) 

At the channel's upper and lower walls the pressure boundary 
condition takes a simp'.ified form due to the fact that U = 
V = 0 

dP _ 1 /dW 

dY ~ Re l ay ' 
(8) 

Initial Conditions (t = 0). The input velocities are given 
as (7 = 1, V = 0. The pressures are set initially to an arbitrary, 
operator-chosen P = P„f = const. 

Solution Procedure. The discretization of the system of 
governing equations introduced above, uses the Alternative 
Direction Implicit (ADI) method as applied to a collocated grid. 
The procedure uses the full direct approximation of each term 
within the differential equation on every half time step. The 
computational domain is inclusive, 74 irregularly shaped in
ternal islands (cylinders), thus allowing performance of the 
calculations without the need of introducing periodic type 
boundary conditions. The spatial derivatives, with the excep
tion of the convection terms, and cross-derivatives, are ap
proximated by a second-order central finite difference. For the 
convection terms the authors used the first-order conservative 
scheme as proposed by Torrance (1968). This scheme con-

Nomenc la ture 

d = cylinder diameter 
H = nondimensional height Ly = 

h/Lo 
physical height 
physical length 
nondimensional characteristic 
length Lj. = //LQ 
length scale, also dimensional 
horizontal length, LQ = / 

PTDR = pitch to diameter ratio 
[/fl = free-stream velocity, velocity 

scale 

h 
I 

L. = 

U = 

Um-M = nisan flow velocity in the 
pitch, {/„,„ = 2Uo 

U = nondimensional horizontal 
speed U = U/UQ 

V = nondimensional vertical speed 
V = v/C/o 

t = nondimensional time, t = 
r/To, To = Lo/f/o 

P = nondimensional pressure, P = 
p/pUl 

AP = nondimensional pressure drop 
{AP = Ap/pVl) 

Re = Reynolds number, Re^ = 
(t/max - d ) / v , R C = (UJ.„)/V 

Subscripts 

/ = longitudinal 
t = transversal 
V = kinematic viscosity 
p = density 
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Fig. 3(a, b, c, d) Fluid flow In the central segment of the cylinders array. Grid convergence study. 

tributes to the stability of the whole computational process, 
and proved to be well suited to the conditions of intermediate 
and high convection flow (Roache, 1981). 

The solution follows according to the time-dependent ADI 
method using a tridiagonal matrix elimination. The details of 
the solution procedure, as well as the iterative convergence 
and accuracy of the algorithm have been discussed by the au
thors in other recent publications (Kudriavtsev et al., 1993 and 
Braunet al., 1992, 1993). 

I l l Results and Discussion 

The geometry of the channel as well as boundary conditions 
considered in this paper are shown in Figs. 1(a), and \(b). The 
channel has a square cross section with a characteristic length 
L^, and contains a multi-row array configuration of staggered 
cylinders. The pitch to diameter ratio, both transversal and 
longitudinal, are PTDR, = PTDR, = 1. The numerical cal
culations were generally performed on 139 x 139 grid. 

The flow patterns presented in Figs. 2(a), 2Q}), and 2(c), 
emphasize the existence of strong, near wall jet-type flow 
streams, that are attached to the lateral walls. These jets rep
resent an intrinsic feature of the flow through staggered arrays 
of cylinders situated in channels like the one shown in Fig. 1. 
One can notice that the phenomenon is present within a wide 
range of Reynolds numbers, Re^ = 86-869. If however, the 
array is replaced by a single row configuration, the near-wall 

attached streams do not form anymore for the range of Re^ 
numbers considered in Figs. 2{d), 2(e), 2(f). 

In Figs. 3(a), 3(i), 3(c), and 3,(d) one can study the flow 
visualization of the central part of the cylinders array. The re
sults were obtained on computational grids of different reso
lutions (139 X 139, 323 x 323, 415 X 415, and 645 x 645, 
respectively.). Based on these data one may conclude that vor
tex structures as well as the size of the recirculation bubble 
obtained on 139 x 139 mesh are grid independent. 

The mechanics of this near-wall stream phenomenon seems 
to be principally due to a lower resistance to flow along the 
walls, when compared to the resistance to flow in the tube 
bundle. We believe that this feature is a principal character
istic of the intermediately dense, and dense arrays of cylinders. 
One can observe that the stream of fluid entering between the 
wall and the first column of pins remains confined to this path, 
while vigorous rivulets are merging into it from behind the 1st, 
the 3rd, and 5th rows. Figs. 2(a), 2(b), and 2(c). This situation 
appears to (i) continuously stimulate the acceleration, and in
crease the velocity of the near-wall stream as it traverses the 
length of the array, (ii) engender the appearance of consider
able transversal flow components that direct the fluid from the 
center of the array toward the lateral walls, and finally (iii) 
contribute to the formation of a lower pressure region near the 
wall that is attracting the fluid from the central zone towards 
the wall regions. 

In Figs. 4 and 5 the reader can find an illustration of the 
transient flow development within the array structure, and be-
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Fig. 5 Transient evolution of fiuid fiow behind the last row of the cyl
inder arrays Re^ = 835 

hind the last row of cylinders. One can notice that the form 
and size of the recirculation eddies behind the cylinders, within 
the array, is not changing considerably with time. The vortical 
formations behind the pin array show, however, an ever-
changing structure that is similar in its evolution to the ones 
found in the case of the flow around one cylinder (Bouard et 
al., 1990 and Kudriavtsev et al., 1993). This proves that the 
flow is intrinsically transient in nature. During the early stages 
t = 0.07 (Fig. 4(a), and 4(d)), the flow development behind 
the multi-row array seven rows. Fig. 4(a), is similar to the 
flow behind the single row case. Fig. 4(b). However, later on, 
(t > 0.14) one can see a considerable difference in the de
velopment of the structure of the recirculation and jetting zones. 
Thus, for the one row case the central jets are stronger, and 
penetrate deeper than the near wall streams (Figs. 4(d), 4(e), 
and 4(f)). In the seven-row array, in the early stages of flow 
development (t < 0.28), the exiting, near-wall jets are trying 
to penetrate the main central flow causing "hugging"-like ef
fects (Figs. 4(b) and 4(c)). Later on, they are getting reat
tached to the walls, and do not change their shape with time 
anymore (Fig. 5). In Fig. 4(c) and Fig. 5(a) (0.21 < t < 0.42) 
one can notice in the area behind the last row of cylinders a 

considerable transversal flow directed from the center line of 
the channel to the walls. The trend of these formations is due 
to the already formed, strong, near-wall streams that create 
near-wall associated lower pressure zones that attract the fluid 
from the center of the channel. The opposite phenomenon can 
be found for the single-row configuration, (Figs. 4(f) and 5(b)). 
The central jets are much stronger around the centerline and 
one can find lateral flow streams directed from the walls to 
the center. The numerical results presented in Fig. 5(a) (for 
seven-rows array) are strongly supported by the conclusions 
of Zdravkovich and Stonebanks (1988) regarding the intrin
sically nonuniform nature of the flow behind tube rows. One 
can find that flow has lost its symmetry, and the jet-merging 
phenomenon described by Moretti (1987) and Zdravkovich et 
al. (1988) is clearly apparent. 

Flow images that are shown in Figs. 6(a), 6(b), and 6(c) 
are associated with the distribution of the horizontal velocity 
U in, and behind the cylinder's array. The red and white re
gions are indicative of maximum horizontal (/-velocities. Fig. 
6(a). One can see that for the multi-row array the largest ve
locities are right behind the last row, in the near-wall area. 
The jet strength decays as we move from the wall toward the 
centerline. Along the centerline, the jets also decrease in strength 
as we move from the first to the last row. Fig. 6(a). 

As was mentioned before, this is not true for the single row 
configuration. It can be clearly seen from Fig. 6(b) that the 
central jets penetrate deeper. To support our comments about 
the factors that trigger the near wall stream development we 
provide a horizontal ([/-velocity image for one row of pins with 
the three additional cylinders attached (in a staggered arrange
ment) near the "bottom" wall. Fig. 6(c). These added cylin
ders create lower near-wall hydraulic resistance and partial flow 
blockage in the "lower" part of the channel. One can see, by 
comparison, the appearance of a strong stream flow near the 
lower wall, versus the lower jet penetration at the upper end 
of the channel. The reader can also inspect the horizontal ve
locity profiles at different cross-sections. Fig. 7, and the as
sociated pressure distributions in the transversal direction. Fig. 
8. For the multi-row array, the results presented in these fig
ures completely support our previous conclusions that flow is 
accelerating in the near-wall regions, and has a decreased ve
locity in the central zone. Further, the nondimensional pres
sure shows higher pressure drops AP near the walls, and lower 
AP in the central area. This creates pressures distributions with 
lower absolute pressures near the walls, and higher pressures 
in the center of the channel. This situation causes the appear
ance of the strong lateral flow streams that were mentioned 
and discussed earlier. 

Finally, one can look at Fig. 9 and consider it as a corollary 
of the phenomena described in this paper. Using the method 
of particle streaks, the figure shows the particle traces emerg
ing from the center and moving towards the lateral walls within 
the cylinder array ("flow expansion"). The small side jets be
hind the 1st, 3rd, and 5th row also merge into the strong near-
wall jet. Similar qualitative conclusions follow from the anal
ysis of the experimental flow visualization picture (Fig. 9(d)) 
presented by Sarapkaya (1988). 

To ensure that the existence of the lateral flow and near wall 
jet phenomena reported in this paper are grid independent we 
performed calculations on a variety of computational grids (139 
X 139, 278 X 279, 323 x 323, 415 x 415, 645 x 645). In 
Figs. 9(a), 9(b), and 9(c) and Figs. 2-3 we present results of 
the calculations that employed different grid resolution. Based 
on these figures we can conclude that the findings presented 
in this paper are grid independent. 

IV Conclusions 

This paper has presented a numerical visualization of the 
flow inside and in the wake of an array of densely packed 
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cylinders located in a channel of cross square section. The ma
jor thrust concentrated toward the visualization and physical 
explanation of the near-wall jets which generate lower pressure 
environments along their flow path. It was found that these 
jets, as they form, influence totally the flow structure inside 
the array by attracting the flow from the center regions toward 

the walls. The pressure charts confirmed the existence of these 
flow patterns and helped explain both the generation of the 
strong lateral flows, and the strong and confined stream like 
behavior of the jets in the near-wall areas. It was also shown 
that the near wall jet phenomenon appears only in the case of 
multi-row arrays. In the case of one row, the near wall jets do 
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Fig. 9(a, b, c, d) Particle traces In the cylinders array (seven rows) for 
the Reynolds number Re^ = 125 

not have the chance to form since the flow structure is "re
versed" on comparison to the multi-row array. 
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Effects of Initial Acceleration 
on the Flow Field Development 
Around Rapidly Pitching Airfoils 

(Data Bank Contribution)* 

Computational results are presented to show how the acceleration period at the start 
of nominally constant pitch rate trajectories affects the dynamic stall process. Large 
amplitude motions of an NACA 0012 airfoil pitching about the quarter-chord axis 
were studied using constant (ON/OFF) acceleration profiles with nondimensional 
acceleration periods ranging between 0.039 to 0.6, and large pitch rates (0.1 s 
n* = a c/2Uo^ s 0.4). The initial acceleration is observed to affect the integrated 
loads, surface pressure distribution, and the evolution of reversed flow regions just 
above the surface of the airfoil only during the acceleration period and for a rel
atively short time AT < 0.25 afterwards; T = tU^Jc. After that time, all of these 
quantities only depend on the instantaneous angle of attack for a given pitch rate. 
These results are consistent with and explain previous experimental flow visualiza
tion observations. The onset of leading edge separation at high and low pitch rates 
is shown to be characterized by different processes. At low pitch rates leading edge 
separation occurs after the reversed flow front originating at the trailing edge has 
reached the leading edge. At higher pitch rates leading edge separation and the 
upstream progression of the (trailing edge) reversed flow front develop indepen
dently. 

1 Introduction 
The dynamic stall process has been under investigation for 

over two decades now, and significant progress has been made 
toward understanding the physical processes associated with 
rapidly pitching an airfoil beyond its static stall angle of attack. 
The reviews of McCroskey (1982), Carr (1988), and Visbal 
(1990) provide good descriptions of the dynamic stall process 
as it is currently understood. 

Constant pitch rate motions have received a great deal of 
attention recently for their potential application to superma-
neuverable aircraft. For these motions a nondimensional pitch 
rate, /2* = dc/2U„, has been introduced as one of the gov
erning parameters; a refers to the pitch rate, c the airfoil chord, 
and U„ the free-stream speed. It is clear that the initial part of 
the motion trajectory has to be distinguished by a nonconstant 
pitch rate motion due to the finite acceleration period which 
is characteristic of a real device. Very little is known about 
the influence of this initial acceleration period on the subse
quent flow development around airfoils pitching to high angles 
of attack, a. 

*Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 204 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENG[NEERING. Manuscript received by the Fluids Engineering 
Division July 23, 1993; revised manuscript received June 10, 1994. Associate 
Technical Editor: O. Baysal. 

In an experimental flow visualization study by Koochesfa
hani and Smiljanovski (1993), the initial acceleration was sys
tematically varied in order to document its effects on flow de
velopment for constant, relatively high pitch rate motions. The 
motion trajectory consisted of a constant acceleration period 
followed by a constant pitch rate segment and finally a con
stant deceleration portion. The airfoil pitched from 0 to 60 deg; 
see Fig. 1. The acceleration effects were described in terms 
of a non-dimensional acceleration period, e = TJT^, where 
r„ is the acceleration period and T^ refers to the time to pitch 
from 0 to 60 deg for the ideal (i.e., T̂  —> 0) constant pitch 
rate motion. It was found that the angle of attack at the onset 
of leading edge separation was practically independent of the 
acceleration period. Furthermore, the subsequent flow devel
opments after leading edge separation, such as the evolution 
of the dynamic stall vortex and its convection over the airfoil, 
were similarly insensitive to the details of the start of the mo
tion. In all the cases studied, leading edge separation occurred 
after the initial acceleration period had ended. That investi
gation, which was qualitative and based entirely on flow vi
sualization, only addressed the timing of the various events in 
the flow field development. The effects of initial acceleration 
on other important features of the flow, such as the integrated 
loads on the airfoil and the surface pressure gradient, have not 
yet been quantified. 

All computational studies of nominally constant pitch rate 
motions also contain an initial acceleration phase. However, 
except for one preliminary investigation (Visbal, 1986), none 
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of the previous studies has specifically addressed the effects 
of initial acceleration on the flow evolution. The current work, 
which is the computational counterpart of the flow visualiza
tion study of Koochesfahani and Smiljanovski (1993), aims to 
provide a quantitative basis for explaining the previous flow 
visualization results using two-dimensional full Navier-Stokes 
computations. The initial acceleration effects are characterized 
here in terms of the computed flow visualizations, the inte
grated load on the airfoil, the surface pressure distributions, 
and the evolution of reversed flow fronts just above the airfoil 
surface. 

2 Computational Procedure 

The current computations are based on the Navier-Stokes 
solver of Visbal and Shang (1989); see also Visbal (1986). 
This code uses the implicit approximately-factored algorithm 
of Beam and Warming (1978). This scheme is formulated us
ing Euler implicit time differencing and second-order centered 
approximations for all spatial derivatives. In order to control 
numerical stability, implicit and explicit nonlinear dissipation 
as described by Jameson et al. (1981) is employed. The O-
grid topology was used with 203 x 101 points along and nor
mal to the airfoil boundary, respectively. The minimum grid 
spacings in these directions were 6 x 10~''c and 8 X 10~^c, 
and the grid extended 30 chords away from the airfoil. 

The effects of grid resolution, time step, and numerical 
damping on the accuracy of the computations have been de
scribed in previous studies. The grid used for our work is di
rectly comparable to the medium resolution grid discussed in 
Visbal (1986) and Visbal and Shang (1989). In the latter study, 
differences in lift and drag coefficients computed using the 
medium and fine grids for the case D,* = 0.3 were less than 
1 percent for a < 40 deg. In the former study, the worst case 
occurred for the lowest pitch rate considered, Cl* = 0.1, yet 
the lift and drag coefficients changed less than 3 percent for 
a < 30 deg between the medium and coarse grid computa
tions. The principal results presented in this paper address the 
flow behavior up to the onset of leading edge separation and 
the subsequent initial stages of dynamic stall vortex evolution. 
These phenomena occur over ranges of a below those referred 
to above (for each pitch rate mentioned). The present com
putations, therefore, provide accurate simulations for the por
tions of the flow field in which we are interested. 

Results of Visbal (1986) for /2* = 0.1 indicated that if the 
time step, AtUoo/c s 10"^, the numerical solution was inde
pendent of time step (e.g., lift and drag coefficient profiles 
remained unchanged upon halving the time step). This crite
rion was satisfied in all of the current computations; the max
imum time steps were 10" \ 5 x 10~\ and 3 x 10"" for U* 
= O.I, 0.2, and 0.4, respectively. During the initial acceler
ation period, the time step was reduced even further to values 
which ranged between 5 x 10"^ and 2 x 10"". 

M\ mk ^#iii' ^"ii"^ 
K^ m^ K î 1 ^ 

e = 0 15 

'•-. ^ - -vv -^ -x^ -r-.;-^^ '"-''-'••-•i}.^f{. 
e = 0.60 

Fig. 2 Computational flow visualizations for ii* = 0.4 and two different 
accelerations 

Finally, the influence of damping in our computations was 
assessed by systematically increasing the damping coefficient. 
It was found that increasing the damping coefficient by a factor 
of two resulted in only small changes. For example, the lift 
and drag coefficients for U* = 0.4 changed by less than 0.6 
percent throughout the entire motion trajectory; the angle of 
attack at the onset of leading edge separation, and the angles 
of attack characterizing the occurrence and evolution of the 
primary zones of reversed flow on the suction surface, varied 
by less than one degree for all the cases presented in this pa
per. 

Particle tracking was added to the code for this study in or
der to visualize the flow field; 30,000 "particles" were intro
duced into the computational domain, and their positions were 
advanced using a first-order marching scheme. The initial spa
tial locations of these particles were selected to give the ap
pearance of hydrogen bubbles from a pulsed wire used in pre
vious water visualization experiments. Gendrich et al. (1992) 
have shown a very good correspondence between these com
puted "flow visualizations" and those obtained experimen
tally. For example, the angle of attack marking the first visual 
appearance of a "bulge" near the nose of the airfoil as the flow 
separates there agrees to about 2.5 degrees between the ex
periment and computations. 

3 Results and Discussion 

The flow parameters were selected to allow comparison with 
the range of experimental conditions in the water tunnel stud
ies of Koochesfahani and Smiljanovski (1993) and Brown 
(1992). The computed flow field was that of an NACA 0012 
airfoil pitching about the quarter-chord axis from zero to 60 
deg angle of attack. The chord Reynolds number, Re^, was 
varied between 8000 and 20,000, but results are discussed here 
only for a Reynolds number of 12,000. Since the boundary 
layer is laminar over the Reynolds number range considered 
here, the use of a turbulence model was not required. The 
freestream Mach number was maintained at 0.1, and the max
imum density variation was less than 3 percent for all cases, 
which should enable acceptable comparisons to be made with 
previous water tunnel studies. Pitch rates were computed in 
the range 0.1 < /2* < 0.4, with acceleration values in the 
range 0.001 < e < 0.6. In this paper, results will be presented 
only for H* = 0.1, 0.2, and 0.4 with e = 0.6, 0.15, and 
0.039. The entire computational domain was stored every half 
degree from 0 through 50 deg. 

In Fig. 2 we present computed flow visualizations for /2* 
= 0.4 at various angles of attack, illustrating the onset of lead
ing edge separation for two different accelerations. At a = 27 
deg the flow near the leading edge is seen to follow the contour 
of the airfoil, and to that extent it exhibits the behavior of an 

46/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



u 
u" 

10 15 20 25 30 

Angle of Attack, a (tieg) 

U 

• 

' 

/ 
/ 

•'.' / ^ 

w 
• 

• 

' ^ • • V 

• ^ 

-/>* 
• //' ^ / c,/^i^ 

' J » ^ 

-r'̂ y /!* 

1 ^ ? ^ 

^ ^i- i^st" :* . 

^sep 

• "• .V \ ' 

^ : < » - ' ' ^ : ^ ' - ^ ^ c = l = ^ , . 
V - — " ~ > r > * ^ 

'. i/^ /J^ 
/ \yf J->^ 

y\><-''^i 
j / " ^ 

-'—- e = 0.60 
- - e = 0.15 

i! = 0.039 
—•— Francis & Kecsee (1985) 

Ohia, et, al. (1991) 

"• '^ '^ ' t^ ' -v. c ' 

Angle of Attack, a (deg) 

Fig. 3 Lift, drag, and moment coefficients for i2* = 0.4. a^ Is based Fig. 5 Lift, drag, and moment coefficients for il* = 0.1. a,ep is based 
on the appearance of curve (2) In Fig. 9(c) on the appearance of curve (2) in Fig. 9(a) 

u 

, 

; /^ij 
•J 7 

/•• i V 
/ 'V 
' y 
~iZ7^ 

C,y-

rx 

J^ 

**sep 1 

^^ 

^ - u 

^""^X 

' ^ ' I j / / 

e = 0.60 
^^0.15 
e = 0.039 

—•— Graham and 
Strickland (1986; 

•**"™=*^*-*:*t*«£»' 

Leading Edge Suction 
Peak (LESP) 

Dynamic Stall Voilex 
Peak (DSVP) 

0 5 10 15 20 25 30 35 40 45 50 

Angle of Attack, a (deg) 

Fig. 4 Lift, drag, and moment coefficients for il' = 0.2. a^p Is based 
on the appearance of curve (2) in Fig. 9(6) 

attached flow. By 34 deg a "bulge" has formed near the lead
ing edge, and visually we can identify the onset of leading 
edge separation to have occurred already at an angle, ttsep, 
somewhere between 27 and 34 deg. As the airfoil continues 
pitching to higher angles of attack, the bulge develops into the 
dynamic stall vortex (DSV). It should be noted that the term 
"separation" is used here to refer to the condition where the 
outer inviscid flow no longer follows the airfoil contour; it 
does not refer to occurrence of reverse flow in the boundary 
layer. The computational results shown in Fig. 2 indicate that 
the visual appearance of the flow separation from the leading 
edge is not influenced by the initial acceleration, in agreement 
with the experimental observations of Koochesfahani and 
Smiljanovski (1993). 

To quantify the initial acceleration effects, we first discuss 
the behavior of the integrated loads on the airfoil. The com
puted lift, drag, and moment curves for Q* = 0.4 are shown 
in Fig. 3. The spiky overshoots near the beginning of each 
curve are believed to be due to apparent mass effects. The Osep 
estimates indicated in Figs. 3-5 are based on the development 
of closed recirculation zones near the leading edge (to be dis
cussed later) and not the visual appearance of the DSV "bulge," 
which typically lags behind. The important result from Fig. 3 
is that each force coefficient approaches a curve which de
pends only on the instantaneous angle of attack (i.e., is in
dependent of e) within a time scale of AT = 0.25 after the end 
of the acceleration period (see the table in Fig. 1); T is the 
nondimensional time defined by T = tU„/c. For the particular 
pitch rate shown in Fig. 3, this time scale corresponds to a 
maximum change in a of approximately 10 deg beyond the 
end of acceleration. Note that the sudden change in the be
havior of the force coefficients at 42 deg for e = 0.6 is due 
to the beginning of the deceleration phase for that case. 

Figures 4 and 5 show the lift, drag, and moment coefficients 
versus angle of attack for 12* = 0.2 and 0.1, respectively. The 

Normalized distance along the upper surface, S 

Fig. 6 Surface pressure development during a dynamic stall event, il* 
= 0.1, and e = 0.15 

same acceleration effects are observed as for the higher pitch 
rate, namely, that within AT = 0.25 after the end of the ac
celeration period, the force coefficients have become indepen
dent of acceleration history. Results available from the exper
iments of Graham and Strickland (1986), Francis and Keesee 
(1985), and the computations of Ghia et al. (1991) are in
cluded in Figs. 4 and 5 for comparison. These studies were 
selected because they used sets of parameters closest to those 
of the current computations. While the overall agreement be
tween the lift, drag, and moment profiles is good, it is difficult 
to assess the sources of any discrepancies in these figures, since 
the flow conditions and the airfoil types in the studies cited 
above are not identical to those used here. The primary dif
ferences are: Graham and Strickland used an NACA 0015 air
foil and Re^ = lO'; Francis and Keesee used fi* = 0.13, Re^ 
= 1.4 X 10^ and a pitch axis at 0.317 chord; Ghia et al. used 
an NACA 0015 airfoil and Re, = 10\ Additionally the level 
of experimental and computational uncertainties are not avail
able from the above references. 

Since leading edge separation is connected to the surface 
pressure gradient, the effects of acceleration history on the de
velopment of the surface pressure coefficient (Cp) and pressure 
gradient (dCp/ds) profiles are presented next. The typical evo
lution of the Cp profile at a fixed value of initial acceleration 
is first illustrated in Fig. 6. Note the formation of the leading 
edge suction peak (LESP) followed by the formation of a sec
ond suction peak due to the vorticity concentration that ulti
mately becomes the dynamic stall vortex. Following the no
menclature used by Acharya and Metwally (1992), we will 
refer to this second peak as the dynamic stall vortex peak 
(DSVP). The DSVP magnitude is initially less than that of the 
LESP, but it grows in strength and finally exceeds the leading 
edge suction peak. While the LESP remains practically fixed 
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Fig. 8 Surface pressure and pressure gradient profiles for il* = 0.4 

at a location near the leading edge, the DSVP moves toward 
the trailing edge at a fairly constant rate. The development of 
the pressure field displayed in Fig. 6 agrees very well with 
that presented by Acharya and Metwally (1992) and Visbal 
(1991), among others. 

The effects of varying the initial acceleration on the devel
opment of the surface pressure and pressure gradient distri
butions are illustrated in Figs. 7 and 8. Results are shown for 
two pitch rates at selected angles before and at the onset of 
leading edge separation. The evolution for the lower pitch rate 
{fl* = 0.1) is presented in Fig. 7 for a = 3 and 16 deg (before 
flsep) and a = 20 deg (at asep)- At 3 deg the acceleration has 
already ended for e = 0.039, while it continues for the other 
two e values. The pressure over practically the entire surface 
is different for each value of e, with the exception of the stag
nation region. Note, however, that the pressure gradient shows 
much less sensitivity to variations in e. Similar behavior of the 
surface pressure gradient is exhibited at a = 16 deg, just be
fore flsep; note that by this angle of attack the surface pressure 
profile has also relaxed to a single curve nearly independent 
of the variations in e. The similarity among the different ac
celeration cases for both surface pressure and pressure gradient 
persists even at a higher angle corresponding to â ep (see Fig. 
7, a = 20 deg). Since the initial acceleration history has little 
effect on the surface pressure gradient, this explains the cor
responding insensitivity of the leading edge separation angle 
and the subsequent flow development observed in both the cur
rent computations and the previous flow visualization experi
ments. 

Figure 8 showing the pressure field before and at asep for 
the higher pitch rate of O* = 0.4 supports all the assertions 

made earlier. For this pitch rate the pressure field exhibits even 
less dependence on initial motion history as compared to the 
fl* = 0.1 case. It should be emphasized that the discussion 
presented here refers to the behavior of the surface pressure 
field over the first 30 percent of the chord (see Figs. 7-8). 
There are differences in the pressure field in the aft region of 
the airfoil which are responsible for the variation in the loads 
among the different cases (see Figs. 3-5); however, those dif
ferences do not have a significant impact on the development 
of separation near the leading edge. 

The discussion above addresses the flow behavior for only 
selected angles of attack. The evolution of the surface pressure 
field for the entire motion has been analyzed in terms of the 
magnitude and location of the various surface pressure minima 
and pressure gradient maxima corresponding to the LESP and 
DSVP evolution. The main conclusion from these results (not 
shown here) is that the effects of initial acceleration are limited 
to a short period (no more than AT = 0.25) after the end of 
acceleration. After a certain angle of attack (a = 6 deg for /3* 
= 0.1, a s 8 deg for H* = 0.2, and a s 10 deg for /2* = 
0.4) the magnitudes and locations for both the pressure minima 
and pressure gradient maxima become independent of initial 
motion history and depend, for each pitch rate, only on the 
instantaneous angle of attack. 

One of the prominent features of the unsteady separation 
process on a pitching airfoil is the existence of a thin region 
of reversed flow over the suction surface of the airfoil. The 
evolution of this reversed flow is believed to be intimately con
nected with the leading edge separation process. The effect of 
the initial acceleration on the development of various regions 
of tangential flow reversals in the rotating frame of the airfoil 
and just above its surface is characterized in Fig. 9 for three 
different pitch rates. Figure 9(a) illustrates that the front of the 
reversed flow region which originates near the trailing edge, 
i.e., the curve labeled (1), continuously moves upstream dur
ing pitch up for the case fl* = 0.1. When this front nears the 
leading edge (a s 20 deg), a new region of forward flow la
beled (2) forms, which corresponds to the formation of a counter
clockwise recirculation zone above the airfoil surface. Based 
on the evolution of the vorticity field near the leading edge 
and flow visualizations similar to those in Fig. 2, Gendrich et 
al. (1992) determined that the occurrence of this forward flow 
region marks the initial stages of flow separation from the leading 
edge. Recent computations of Choudhuri et al. (1994) have 
reached similar conclusions. 

It is very important to note that this behavior is different at 
higher pitch rates; see Fig. 9(c) for fl* = 0.4. In this case the 
progression of the reversed flow front originating at the trailing 
edge never nears the leading edge before separation is ob
served there. Instead, an independent region of reversed flow 
labeled (3) develops near the leading edge at approximately 20 
deg, and the forward flow region (curve 2) forms within it at 
ttsep = 30 deg, signalling the onset of leading edge separation. 
Experimental evidence for the occurrence of leading-edge re
verse flow independent of the trailing-edge reverse flow has 
also recently been provided by Acharya (private communica
tion). 

The important result from Fig. 9 is that, regardless of which 
of the two processes described above is characteristic of the 
flow (i.e., leading edge stall versus trailing edge stall), the 
initial acceleration does not significantly influence that pro-

4 Conclusions 

The unsteady flow field around an NACA 0012 airfoil pitch
ing to large angles of attack has been computed for three dif
ferent pitch rates, fl* = 0.1, 0.2, and 0.4, and three different 
initial constant acceleration periods, e = 0.039, 0.15, and 0.6. 
For all of these cases, leading edge separation begins after the 
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acceleration has ended; no cases have been presented for which 
the airfoil was still accelerating at the onset of leading edge 
separation. 

The present computations provide detailed quantitative in
formation, which was not available from previous experi
ments, about the effects of initial acceleration on the integrated 
loads, surface pressure distributions, and the evolution of re
versed flow regions just above the surface of the airfoil. Our 
results show that the initial acceleration influences these quan
tities only during the acceleration period and for a relatively 
short time {AT ̂  0.25) afterwards. After that time, all of these 
quantities only depend on the instantaneous angle of attack for 
a given pitch rate. The value of AT determined here applies to 
the specific range of flow parameters presented; its depen
dence on parameters such as Reynolds number and Mach num
ber has not been investigated. 

These findings not only support the conclusions reached from 
the experimental observations of Koochesfahani and Smilja-
novski (1993), they also provide a physical explanation for 
those observations. The findings reported here are in qualita
tive agreement with the inviscid flow lift-curve slope results 
of Jumper et al. (1987) which indicate that at high enough 
pitch rates motion history effects will saturate. 

We would like to draw attention to the important implication 
of our results that a convenient acceleration profile can be se
lected for experimental and computational studies without se
riously impacting the dynamics of the unsteady stall process, 
as long as acceleration ends before leading edge separation 
begins. 

The results presented also demonstrate that two different 
processes characterize the onset of laminar leading edge sep
aration at high and low pitch rates. At low pitch rates the onset 
of leading edge separation occurs after the reversed flow front 
originating at the trailing edge has reached the leading edge. 
At higher pitch rates, these two features develop indepen
dently, and leading edge separation occurs without the re
versed flow front from the trailing edge having ever reached 
the leading edge region. 

JFE Data Bank Contribution 

Some of the data from these computations are deposited in 
the form of a video tape. 
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Prediction of tlie Flow Around 
an Airfoil Using a Reynolds 
Stress Transport Model 
A second-moment Reynolds Stress Transport Model (RSTM) is used in the present 
work for computing the flow around a two-dimensional airfoil. An incompressible 
SIMPLEC code is used, employing a non-staggered grid arrangement. A third-order 
QUICK scheme is used for the momentum equations, and a second-order, bounded 
MUSCL scheme is used for the turbulent quantities. As the RSTM is valid only for 
fully turbulent flow, an eddy viscosity, one-equation model is used near the wall. 
The two models are matched along a preselected grid line in the fully turbulent 
region. Detailed comparisons between calculations and experiments are presented 
for an angle of attack of a = 13.3 deg. The RSTM predictions agree well with the 
experiments, and approaching stall is predicted for a = 17 deg, which agrees well 
with experimental data. The results obtained with a two-layer k ~ € model show 
poor agreement with experimental data; the velocity profiles on the suction side of 
the airfoil show no tendency of separation, and no tendency of stall is predicted. 

Introduction 

Flow around airfoils is an interesting turbulent flow config
uration involving a number of fundamental physical flow phe
nomena such as transition, curvature-induced production of 
turbulence, separation and wake flow. Transition is usually not 
predicted but is prescribed from experimental data. Some work 
has been presented in which transition is predicted using the 
e"-method based on the linearized stability theory (Cebeci, 
1989). In real (industrial) configurations, it is of utmost im
portance to be able to predict the locations of transition; in the 
present study, however, the locations of transition are pre
scribed from experimental data. 

Curvature effects, related either to curvature of the wall or 
streamline curvature, are known to have significant effects on 
the turbulence (Bradshaw, 1973). Both types of curvature are 
present in airfoil flows, the former on the suction side and the 
latter in and near the separation region. The entire Reynolds 
tensor is active in the interaction process between shear stresses, 
normal stresses and mean velocity strains. When predicting 
flows where curvature effects are important, it is thus neces
sary to use turbulence models that accurately predict all Reyn
olds stresses, not only the shear stresses. 

Second-moment closures such as RSTM are superior to sim
pler turbulence models such as the ^ — e or the Baldwin-Lo-
max models. The main reasons for their superiority are their 
ability to account for (i) streamline curvature, (ii) strong non
local effects and history effects for the individual stresses, and 
(iii) irrotational strains, phenomena which all are present in 
airfoil flow. 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENG[NEERING. Manuscript received by the Fluids Engineering 
Division March 23, 1993; revised manuscript received April 25, 1994. Asso
ciate Technical Editor: O. Baysal. 

(i) When the streamlines in boundary layer type of flow 
have a convex (concave) curvature, the turbulence is 
stabilised (destabilized), which dampens (augments) the 
turbulence (Bradshaw, 1973; Rodi and Scheuerer, 1983), 
especially the shear stress and the Reynolds stress nor
mal to the wall. Bradshaw demonstrates that even small 
amounts of convex curvature can have a significant ef
fect on the turbulence. In the present configuration, both 
wall curvature and streamline curvature are present. 

(ii) The adverse pressure gradient on the suction side of the 
airfoil with a subsequent separation produces strong an-
isotropy in the Reynolds stresses, which is transported 
downstream. 

(iii) In boundary layer flow, the only term which contrib
utes to the production term in the k equation is 
-pUvdU/dy (x denotes streamwise direction). Thomp
son and Whitelaw (1985) found that, near the separa
tion point as well_as in the separation zone, the pro
duction term —piu^ — v^)dU/dx is of equal importance. 
This is also the case for airfoil flow, where large ir
rotational strains (dU/dx, dV/dy) prevail, for example, 
near the point of separation. 

In a previous paper (Davidson and Rizzi, 1992), an Alge
braic Stress Model was applied on the same configuration as 
in the present study. In the ASM, which is a truncated form 
of the RSTM, the transport terms (convection and diffusion) 
are approximated as being proportional to the transport of tur
bulent kinetic energy. This is maybe a sound approximation 
for the normal stresses, but not for the shear stresses. The RSTM 
is superior to ASM, mainly because the more accurate treat
ment of convection and diffusion, where in the RSTM the in
dividual stresses are transported independently of each other. 

The paper is organized as follows: the mean flow equations 
are presented first, together with some details on the compu-
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tational method. The turbulence model is described in the sec
tion that follows. A discussion is then presented of the way in 
which the turbulence is affected by streamline curvature and 
how the RSTM accounts for these effects. The subsequent sec
tion presents the results, and in the final section conclusions 
are drawn. 

Mean Flow Equations 

We have the incompressible form of the continuity equation 

- m = 0 
and momentum equation 

d dp d / aUi 

axj aXi oXj \ dXj 

(1) 

(2) 

Numerical Method. The finite volume computer program 
CALC-BFC (Boundary Fitted Coordinates) for three-dimen
sional complex geometries (Davidson and Farhanieh, 1992; 
Johansson et al., 1993) is used in this study. The program uses 
Cartesian velocity components, and the pressure-velocity cou
pling is handled with the SIMPLEC procedure. Staggered grids 
for the velocities have been used (Patankar, 1980) in most fi
nite volume programs. In the present work, however, a col
located grid arrangement is used, which means that velocities 
are stored together with the other variables (p, k, e, Uiuj) at the 
center of the control volume. This concept was suggested by 
Rhie and Chow (1984), and has also been used by, e.g.. Burns 
and Wilkes (1986), Peric et al. (1988), and Majumdar et al. 
(1992). 

The convective terms in the mean flow equations are dis-
cretized using QUICK, a thirdj<)rder scheme by Leonard (1979). 
For turbulent quantities («^ v ,̂ uv, k, and e) MUSCL, a sec
ond-order, bounded scheme of van Leer (1979), is used. 

Boundary Conditions. All variables are set to zero at the 
walls except for pressure, for which d^p/dri^ = 0 is used. At 
the farfield the velocity components are set from experimental 
data, i.e.. 

U = cos a, V = sin a. (3) 
where a denotes angle of attack. The pressure is set from d^p/ 
dn^ = 0. All turbulent quantities are either set to zero or are 
extrapolated, depending on whether the case is inflow or out
flow. 

The Reynolds Stress Transport Model 

The Reynolds Stress Transport Model has the form (Gibson 
and Younis, 1986): 

d dUj 
— ipUi^UjUj) = —puiU/i 

at/, 
pUjUk - — + ^ y 

dXk . 
D„ P^u 

convection production P,y 
(4) 

The convection and production terms are exact and do not re
quire any modelling assumptions. The pressure strain <&,y and 
the dissipation e,j are modeled in a standard manner (Gibson 
and Younis, 1986). 

The diffusion term Dy can be modelled using the General
ized Gradient Diffusion Hypothesis GGDH (Daly and Harlow, 
1970) 

Dy = •—• [ c.pu^u, 
dx, 

. k dUjUj 

' e dxi 
(5) 

However, as severe convergence problems were experienced 
using the GGDH owing to the destabilising cross-derivatives, 

the diffusion term D,y is modelled using the eddy viscosity as 
sumption 

3 I fi, dUjUj 
D,y = 

dx„ Vcr, dx„^ 
(6) 

Following a suggestion by Lien (1992), the turbulent Prandtl 
number cr, has been modified. The diffusion in the normal di
rection is usually much more important than in the streamwise 
direction. The diffusion coefficient using the eddy viscosity 
formulation in Eq. (6) is p-i/a; and can be compared with the 
one in the GGDH-expression in Eq. 5, so that 

c^k' kv' 
= c,- (7) 

With c, = 0.22 and v^/k = 0.5, we get cr, = 0.82. Thus the 
viscosity in the diffusion term in Eq. (6) is computed as 

- = - ^ - ^ (8) 
(T, 0.82 e 

For 6, we obtain the Prandtl number cr^ = 1 with c^ = 0.18. 
The one-equation eddy viscosity model by Wolfshtein (1969), 

modified by Chen and Patel (1988), is used near the walls. In 
this model, the standard k equation is solved and the turbulent 
length scale is taken from an algebraic expression; for more 
details see Davidson (1993b). 

The k and e-Equations In an RSTM, there are two^quiy-
alent sets of equations which can be solved, either M ,̂ V ,̂ W^, 
Mv, and e or u^, v ,̂ k, Tiv, and e. The latter set has been chosen 
in the present study. The primary reason for this choice is that 
the k equation must in any case be solved in the one-equation 
region. 

The standard k and e equations in the RSTM have the form: 

— ipUjk) = D'' + P'' 
dXj 

pe 

— (pUje) = D' + - {c,,P' - C2,pe) 
OXj k 

(9) 

(10) 

As for the Reynolds stresses, the diffusion terms D\ D^ are 
calculated using the eddy viscosity assumption with cr̂  = 0.82 
and (Tj = 1, see Eqs. (6)-(8). 

Two Variants of RSTM. Two different Reynolds stress 
models are compared. One is the standard model of Gibson 
and Launder (1978) (hereafter denoted GL), which has been 
used extensively in the literature. The other model is that pro
posed by Gibson and Younis (1986) (hereafter denoted GY). 
The two models differ only in the choice of constants. When 
modelling the pressure strain term $y , -I- (Py,2> there are three 
chief physical processes used to determine the constants: {a) 
return-to-isotropy when all mean strains are zero, {b) rapid-
distortion theory, and {c) experimental stress levels in simple 
shear flows. In the GL model, {b) and (c) have been favoured 
at the expense of (a). Lumley (1978) argues that {b) is not 
relevant since it is assumed in rapid-distortion theory that the 
mean strain (the rapid part of the pressure-strain term, (Py 2) 
acts on the entire turbulence spectra. In reality, it acts only on 
the low-wave number part of the spectra, i.e., the large scales, 
whose energy is spread to the smaller scales through the cas
cade effect. In the GY model, the criteria dictated by rapid 
distortion is relaxed, and the return-to-isotropy criterion is taken 
fully into account. The constants for the two models are: 

Model GY (ci, cj, c[, c'l, c,,, C2.) = (3.0, 0.3, 0.75, 0.15, 
1.4, 1.8) 

Model GL (c,, Cj, c\, c'^, c,„ C2,) = (1.8, 0.6, 0.5, 0.3, 
1.44, 1.9) 

The two models are compared in Fig. 1. Model GY is oth
erwise used throughout this study. 
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Table 1 Effect of streamline curvature on turbulence 
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Fig. 1 Us profiles predicted with RSTM (Model GY) using different 
meshes. The U, profile computed with Model GL is also Included (mesh 
176 X 96) 

Streamline Curvature 

When the streamlines in boundary layer flow have a convex 
curvature, the turbulence is stabilised. This dampens the tur
bulence (Bradshaw, 1973; Rodi and Scheuerer, 1983), espe
cially the shear stress and the Reynolds stress normal to the 
wall. Concave curvature destabilises the turbulence. The ratio 
of boundary layer thickness S to curvature radius R is a com
mon parameter for quantifying the curvature effects on the tur
bulence. The work reviewed by Bradshaw demonstrates that 
even such small amounts of convex curvature as S/R = 0.01 
can have a significant effect on the turbulence. Thompson and 
Whitelaw (1985) carried out an experimental investigation on 
a configuration simulating the flow near a trailing edge of an 
airfoil, where they measured S/R ~ 0.03. They reported a 50 
percent decrease of pv^ (Reynolds stress in the normal direc
tion to the wall) owing to curvature. The reduction of pv^ and 
—puv was also substantial. In addition, they reported signifi
cant damping of the turbulence in the shear layer in the outer 
part of the separation region. 

An illustrative model case is curved boundary layer flow. 
A polar coordinate system r — 6 with 6 locally aligned with 
the streamline is introduced. As U^ = Us(r) (with dUg/dr > 
0 and Ur = 0), the radial in viscid momentum equation degen
erates to 

pUe dp 

r dr 
= 0 (11) 

Here the variables are instantaneous or laminar. The centrif
ugal force exerts a force in the normal direction (outward) on 
a fluid following the streamline, which is balanced by the pres
sure gradient. If the fluid is displaced by some disturbance 
(e.g., turbulent fluctuation) outwards to level A, it encounters 
a pressure gradient larger than that to which it was accustomed 
at r = ro, as (Ue)^ > (Ug)o, which from Eq. (11) gives (dp/ 
dr)A > (dp/dr)o. Hence the fluid is forced back to r = TQ. 
Similarly, if the fluid is displaced inwards to level B, the pres
sure gradient is smaller here than at r = ro and cannot keep 
the fluid at level B. Instead the centrifugal force drives it back 
to its original level. 

It is clear from the model problem above that convex cur
vature, when dUg/dr > 0, has a stabilizing effect on (turbu
lent) fluctuations, at least in the radial direction. It is discussed 
below how the Reynolds stress model responds to streamline 
curvature. 

Assume that there is a flat-plate boundary layer flow. 
The ratio of the normal stresses pu^ and pv^ is typically 5. At 
one X station, the flow is deflected upwards. How will this 
affect the turbulence? Let us study the effect of concave 

dUs/3r > 0 dUe/dr < 0 
Convex curvature 
Concave curvature 

stabilizing 
destabilizing 

destabilizing 
stabilizing 

streamline curvature. The production terms Py in Eq. (4) ow
ing to rotational strains can be written as 

—, dU 
RSTM, u^ - eq. : Pj , = -2pMv — 

RSTM, uv - eq. : P12 

dy 

-pu — - Pv — 
ox dy 

RSTM, v̂  - eq. : P22 = - 2puv 

(dU dV 
k-€:P' = p,,{— + — 

\dy dx 

dV 

dx 

(12) 

(13) 

(14) 

(15) 

As long as the streamlines are parallel to the wall, all pro
duction is a result of dU/dy. However as soon as the stream
lines are deflected, there are more terms resulting from dV/ 
dx. Even if 3V/3A: is much smaller than dU/dy it will still 
contribute non-negligibly to P12 as pu^ is much larger than 
pv^. Thus the magnitude of P12 will increase (P12 is negative) 
as 3V/3x > 0. An increase in the magnitude of P12 will in
crease^ MV, which in turn will increase Pj, and P22. This means 
that pu^ and pv^ will be larger and the magnitude of P12 will 
be further increased, and so on. It is seen that there is a pos
itive feedback, which continuously increases the Reynolds 
stresses. It can be said that the turbulence is destabilised owing 
to concave curvature of the streamlines. 

However, the k — e model is not very sensitive to streamline 
curvature (neither convex nor concave), as the two rotational 
strains are multiplied by the same coefficient (the turbulent 
viscosity). 

If the flow (concave curvature) is a wall jet flow where dU/ 
dy < 0, the situation will be reversed; the turbulence will be 
stabilised. If the streamline (and the wall) is deflected down
wards, the situation will be as follows: the turbulence is sta
bilizing when dU/dy > 0, and destabilizing for dU/dy < 0. 

The stabilising or destabilising effect of streamline curvature 
is thus dependent on the type of curvature (convex or con
cave), and whether there is an increase or decrease in mo
mentum in the tangential direction with radial distance from 
its origin (i.e., the sign of dUg/dr). For convenience, these 
cases are summarized in Table 1. 

Results 

The results calculated are compared with experimental data 
taken from Capbem and Bonnet (1989) and Gleyzes (1989). 
The experimental airfoil is the A-profile, which also was used 
in the CFD validation EUROVAL project (1993). The Reyn
olds number and the Mach number are 2.1 x 10* and 0.15, 
respectively. In the calculations, the flow is assumed to be 
incompressible. Measurements have been carried out in two 
wind tunnels, Fl and F2, the Fl wind tunnel being larger than 
F2. Global characteristics such as friction coefficients and sur
face pressures were measured in the Fl wind tunnel, whereas 
the flow field was studied in more detail in the F2 wind tunnel 
where mean velocity profiles and Reynolds stresses were mea
sured using a three-component LDV system. The blockage ef
fect in the F2 tunnel was more important than in the Fl tunnel, 
leading to three-dimensional effects for a s 13 deg. 

The Mesh. A C-mesh with 353 x 65, generated by Cha-
nez and Palicot (1990), was used. The near-wall nodes are 
located at y^ = 1, and 7 to 10 nodes—in the normal direc-
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tion—are situated in the region 0 s 3;+ < 20. Two modifi
cations of this mesh have been tested. In the first modification 
the number of nodes in the tangential direction to the airfoil 
was divided by two (178 x 65). In these two meshes a con
stant stretching factor in the normal direction was used. In the 
second modification of the 353 x 65 mesh, the stretching fac
tor was decreased from 1.12 to 1.07 between n/c == 0.0029 
and njc ~ 0.12, adding 32 extra nodes in the boundary layer 
so that a 178 x 96 node mesh was obtained. 

The thickness of the experimental (real) airfoil is finite at 
the trailing edge, whereas it is preferable in the calculations 
that it is zero. Following the procedure chosen in EUROVAL, 
the lower surface near the trailing edge is displaced slightly 
upwards so that it joins the upper surface at xlc = 1.0, thus 
giving the same airfoil length as in the experiments. 

Transition. Transition was initially imposed by setting k, 
e, «^, v ,̂ MV to zero before the transition point. After the tran
sition point the turbulence quantities grow naturally without 
any sort of triggering. The reason why no triggering is needed 
is because of the one-equation model, which does not damp 
the turbulent as much as other low-Re models. In an earlier 
work (Davidson, 1990), where the low-Re model of Chien 
(1982) was used, is was found necessary to introduce some 
turbulence after the transition point. 

Setting the turbulent quantities to zero before the transition 
point, created some problems on the 353 x 65, which resulted 
in separation on the suction side of the airfoil where the tran
sition was imposed, probably because it caused too abrupt an 
increase in the viscosity. Thus the transition is imposed more 
smoothly, which is probably also more physically correct. If 
the transition is to be imposed at x,r, the turbulent viscosity is 
made to vary linearly in the x direction between its calculated 
values at x,, ~ Ax and x,/, for a = 13.3 deg, on the upper side, 
Xir/c = 0.12, Ax/c = 0.05 were used, and on the lower side 
x,r/c = 0.3, Ax/c = 0 were used. 

Mean Flow Quantities. The velocity profiles at x/c = 0.96 
are presented in Fig. 1 using the three different meshes. It can 
be seen that the doubling of the number of mesh points in the 
tangential direction to the airfoil does not have any great effect 
on the calculated results. Included in Fig. 1 is also the velocity 
profile predicted with the Model GL, a profile which is more 
smeared out compared with Model GY, which means that the 
former model predicts a more diffusive (turbulent) flow field 
with larger Reynolds stresses. It is instructive to study the trun
cated ASM (Rodi, 1980) form of the stress tensor 

«,M( = - Sj/k + • 
' 3 ' e 

(i-c^\^,j--8,p''} + <p;j,, + <p;j,2 

1 + P'/e 
(16) 

On the curved part of the airfoil (close to the wall) up to ap
proximately mid-chord, as well as close to the wall in the sep
aration region, the dissipation is larger than P*, i.e., P*/e < 
1 (see Fig. 10). The denominator in Eq. (16) is reduced as its 
last term decreases, which augments « ^ . As the coefficient 
C| has the value 1.8 in Model GL compared with 3.0 in Model 
GY, the relative importance of P^/e is larger for Model GL; 
the resulting increase in HJuj with Model GL gives a more 
smeared out velocity profile and counteracts the streamline 
curvature-induced reduction resulting from convex curvature. 
All results presented below have been obtained using the 178 
X 96 mesh and Model GY. 

In Fig. 2 the RSTM-predicted lift-coefficients CL are com
pared with two-layer k - e predictions and experimental data. 
It can be seen that the RSTM agrees well with experiments 
predicting decreasing Q at a = 17 deg, which agrees well 
with experimental data. However, the fc - e model shows no 
tendency to predict stall. It should be noted that there is a 
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Fig. 2 Lift-coefflclents C^ versus angle of attack a 
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Fig. 3 Wall pressure Cp = (p - po)/0.5pU§ and skin friction 

considerable difference between the experimental results in the 
two wind tunnels Fl and F2. The results obtained in the larger 
wind tunnel F l , are considered to be more reliable than those 
obtained in F2. This should be kept in mind when making 
detailed comparisons between experimental profiles taken in 
F2 and calculated results. 

The wall pressure and the skin friction are presented in Fig. 
3. It can be seen that, with the A: - e model, the (negative) 
pressure peak at the suction side is overpredicted as compared 
with experiments, and that the RSTM predictions agree well 
with experiments. The skin friction predicted with k - e is 
higher than that predicted with RSTM. This is probably partly 
due to how the models react to the imposed transition, but it 
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Fig. 4 Us profiles on the suction side of the airfoil. Soiid lines: RSTM; Fig. 6 u,u„ profiles on the suction side of the airfoil. Solid lines: RSTM; 
dashed lines: k - e dashed lines: k - e 

0 0 0 0 0 . 0 2 

-ti„ti,j/I/|f 

Fig. 5 (/„ profiles in the wake after the airfoil. Solid lines: RSTM; dashed Fig. 7 o„Op profiles In the waice after the airfoil. Solid lines: RSTM; 
lines: k - e dashed lines: k - e 

is also logical since the velocity profiles (see below) predicted 
with the RSTM show more tendency to separate than do the 
k — € profiles. But it was also found in a previous work on 
testing different low-Re variants of k - e models (Davidson, 
1993a), that predicted skin-frictions are not a very reliable in
dicator of the global flow characteristics, not even the velocity 
profiles. 

The velocity profiles on the suction side of the airfoil are 
presented in Fig. 4. Note that an orthogonal s — n coordinate 
system is used, with origin on the surface. The s coordinate 
is tangential to the airfoil. The C/j-velocities on the airfoil are 
well predicted when using the RSTM. A small separation is 
predicted, occurring at x/c — 0.90. This type of separation 
can be termed incipient detachment (Simpson, 1989). As sep
aration is approached, it is seen that the predicted V^ profiles 
follow the experimental ones, that the profiles become pro
gressively less full and that an inflexion point appears in the 
profiles. The separation region in the experiments is consid
erably larger than that in the RSTM-predictions. This may per
haps be attributed to experimental uncertainty in the F2 wind 
tunnel, because the lift-coefficient in Fig. 2 and the surface 
pressure data in Fig. 3 indicate that the separation zone in the 
more reliable measurements in the Fl wind tunnel is smaller. 
The velocity profiles predicted with the /: - e model do not 
agree very well with experiments: no tendency toward sepa
ration is observed, which implies that the /: - e predicts ex
cessively large shear stresses, giving too high a turbulent dif
fusion and thus smearing out the U^ profiles. 

The wake velocity profiles Ua/Uo are compared with ex
periments in Fig. 5. Note that an a - /S coordinate system is 
used in the wake with origin at the trailing edge; the a axis is 
parallel to the free-stream velocity, and /3 is orthogonal to a. 
From Fig. 5 it can be seen that the RSTM shows better per
formance than the A: - e model. 

Turbulent Quantities. The stresses on the airfoil and the 
wake are presented in Figs. 6-7. Using RSTM, the shear stresses 
are in fairly good agreement with experimental data, whereas 
the shear stresses are overpredicted, especially near the trailing 

edge. In the wake, the predicted shear stresses are much smaller 
than in the experiments, which is probably related to the larger 
experimental separation zone. 

The shear stresses predicted with the k - e model are smaller 
than those predicted with the RSTM. The reason why the shear 
stresses are higher with RSTM than with ^ - e is that the 
turbulent quantities were computed with different velocity fields. 
The velocity gradients in the k — e predictions are smaller than 
in the RSTM predictions, leading to lower production of tur
bulence in the former case. 

When presenting turbulent quantities such as Reynolds 
stresses, it may be overlooked that it is not the stresses that 
enter the momentum equations but their gradients, where the 
Reynolds stresses constitute net (vectorial) forces/area, i.e., 
net stress vectors. The force resulting from shear stresses, F^ 
can be written 

duv duv\ 

dx' dy J' 

and from the normal stresses; 

(17) 

(18) 

which should be compared to the force resulting from pressure 

dp _dp\ 

dx' dy) 
(19) 

In Fig. 8, the force-fields near the trailing edge are presented 
as vector plots. It can be seen from the pressure force Fp that 
the flow goes against an adverse pressure gradient, both on the 
suction side of the airfoil and in the wake. It is interesting to 
see how the forces (net stress vectors) resulting from the Reyn
olds stresses are fairly important in the wake region, especially 
along the centre line, where the very thin boundary layer from 
the pressure side mixes with the separated boundary layer from 
the suction side. Large gradients are formed that give strong 
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Fig. 8 Vector plots of turbulent stresses and pressure vectors near 
the trailing edge. The same scaling of vectors Is used In all plots. The 
dashed line hasjhe same direction as the far-field flow (a = 13.3). (a) 
p{-duv/dx, -duv/dy), {b) (-flp/dx, -dp/dy) 

downward forces owing to both shear and normal stresses (the 
normal stresses are not shown here due to space constraints; 
see Davidson, 1993c), which are even larger than the forces 
resulting from the pressure gradient. 

As Cartesian velocity components have been used in the cal
culations, no explicit curvature terms appear in the Reynolds 
stress equations (see Eq. (4)). Of course, the Reynolds stresses 
formulated in Cartesian coordinates are also affected by cur
vature, but are affected implicitly. To investigate the curvature 
effects, let us—in the post-processing—study the equations in 
polar coordinates r - d, with the flow in the circumferential 
6 direction (i.e., Ug = Ue{r), U,. = 0). The 9 axis is thus cho
sen so that the flow is locally aligned with this axis. Curvature 
terms now appear because the r = const, coordinate lines are 
curved. The Reynolds stress equation can, in symbolic form, 
be written 

Cy-Dy = P^+^y-eu + P'ij + Cij (20) 

where superscript c on Py and Cy denotes curvature terms orig
inating from production and convection, respectively, see Ta
ble 1. The larger these terms, the more important the curvature 
effects. 

The flux Richardson number 

2Ue/r 
Rf=—• (21) 

Ue/r + dUe/dr 
is a convenient parameter for studying curvature effects. Its 
physical meaning is (minus) the ratio of the production of MJ 
owing to curvature to the total production of uj (see Table 2). 
The ratio S/R and the flux Richardson number are shown in 
Fig. 9 at three different x stations: atx/c = 0.2 where the wall 

Table 2 Source terms in the Reynolds stress equations (see 
Eq. (20)) due to production and convection in a polar co
ordinate system 
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Fig. 9 Parameters describing streamline curvature effects on the tur
bulence, (a) Boundary layer thickness over streamline curvature radius 
5/Rc. (b) Flux Richardson number B, 

curvature is most important, near the separation point {x/c = 
0.775) and in the separation zone {x/c = 0.96). As can be 
seen, the streamline curvature is positive at x/c = 0.2, which 
in the outer part of the boundary layer gives an increasing flux 
Richardson number. The flow here is parallel to the curved 
wall, which gives constant S/R^ — 0.01, i.e. boundary thick
ness over wall curvature. The boundary layer is very thin (S/c 
— 0.005), which explains the strong increase in the flux Rich
ardson number at n/c ~ 0.004, close to the outer edge of the 
boundary layer. As separation is approached, the streamlines 
become concave, which destabilises the turbulence. It is seen 
in Fig. 9 that d/R and Rf become negative. The flux Richard
son number reaches values of ±0.1 in the outer region of the 
boundary layer. These values should be compared with re
ported values on the critical flux Richardson number (the Rf 
value at which the turbulence collapse, suppressed by dissi
pation and buoyancy/curvature effects) in buoyant flows, 
ranging between 0.15 (ElUson, 1957) and 0.5 (Townsend, 
1958). The curvature effects are largest in the outer boundary 
layer, where the curvature term Ue/R becomes comparable with 
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Fig. 10 Calculated productions terms In the k equation. Solid lines; 
-u,u„ dUJSn; dashed lines: (u^-ui)d{/,/ds; dashed-dotted lines: c. (a) 
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the velocity gradient dUf,/dr. The direct influence of the cur
vature effects are thus largest in the outer part of the boundary 
layer, but they will also have indirect influence via convective 
and diffusive transport. The Reynolds stresses, augmented or 
dampened by curvature, increase or decrease the production 
terms in the equations and, through convection and diffusion, 
also affect the surroundings. 

The streamlines bounding the separation region in separated 
flows are usually convex. It may be noted that, in the present 
case, the turbulence in the shear layer bounding the separation 
zone on the suction side is mostly destabilised as a result of 
the concave curvature of the streamlines. This is because the 
flow is forced upwards when it reaches the wake, giving con
cave streamline curvature in the region of the trailing edge. 

The production contribution to the k-equation_from_the shear 
stress -UsU„dUjdn and the normal stresses -{u^ - u^dUJds 
are presented in Fig. 10. The production resulting from the 
normal stresses is not very large at x/c = 0.4 (at most, ten 
percent of that resulting from the shear stress). Near the sep
aration point (the conditions near the separation point are not 
shown here due to space constraints; see Davidson, 1993c) and 
in the separation region, the two terms are of equal impor
tance. The dissipation is also presented in Fig. 10, and it is 
seen that production and dissipation balance each other at x/c 
= 0.4, but that this is not the case near the separation point 
or in the separation region. 

models are compared: a Reynolds Stress Transport Model 
(RSTM) and ak ~ e model. As neither model is valid in the 
viscous-dominated near-wal region, they are matched with a 
one-equation eddy-viscosity model. 

The most important global feature of a low-speed airfoil is 
to determine at which angle of attack stall occurs. In the pres
ent work, it has been shown that an adequate turbulence model 
should be used, capable of accounting for important physical 
phenomena such as transport of individual stresses, streamline 
curvature effects and irrotational strains. In order to account 
for these effects, the turbulence model must properly respond 
to irrotational strains and the interaction process between strains 
and all Reynolds stresses. The only model that fulfills these 
requirements is a Reynolds Stress Transport Model (or perhaps 
its algebraic variant, ASM). 

The following conclusions can be drawn. 

• The RSTM predicts the flow in good agreement with ex
perimental data, and a small separation zone is predicted 
at a = 13.3 deg which could be described as incipient 
detachment. The computed lift coefficient Q has a max
imum at an angle of attack of 17 deg, indicating approach
ing stall, which is in good agreement with experimental 
data. 

• The k ~ e model predictions are in poor agreement with 
experiments, the computed flow showing no tendency to
ward separation at a = 13.3 deg. No stall is predicted and 
the lift coefficient continues to increase at a = 17 deg. 

• Curvature effects resulting from wall curvature and 
streamline curvature are important. Computed curvature 
radii show that the boundary layer thickness over curva
ture radius is approximately 0.01 {8/Rc = 0.01) at the 
suction side close to the pressure minimum. In the region 
in which the flow approaches the separation region, it is 
forced further away from the wall. This results in stream
lines with a concave curvature; values of 8/Rc close to 
—0.05 are found. 

• When comparing Reynolds stresses one may overlook it 
is not the Reynolds stresses that appear in the momentum 
equations but their gradients. The (net) stress vectors re
sulting from shear_stresses p(^duv/dx, -duv/dy) and nor
mal stresses p(~du^/dx, —dv^/dy) are compared with the 
forces (per unit volume) resulting from the pressure gra
dient (-dp/dx, -dp/dy) in the region of the trailing edge. 
It is found that the forces that results from both normal 
stresses and shear stresses are comparable to the forces 
resulting from the pressure gradient. 

• Two variants of RSTM have been tested: the model of 
Gibson and Launder (1978) (GL), which is the "standard" 
one, and the model of Gibson and Younis (1986) (GY). 
The difference between the models lies in the choice of 
constants. It was found that the Model GL is more dif
fusive than Model GY, the reason being that the ratio P ' / e 
is smaller than one, which has a greater effect in the for
mer model in which the cj-coefficient has a smaller value 
(c, = 1.8) than in Model GY (c, = 3.0). In the present 
work. Model GY has been used throughout the study, as 
this model gave better agreement with experiments than 
Model GL. 
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Propagation of tlie Velocity 
Sliear Front in Spin-up From 
Rest in a Cut-Cone 
The behavior of the dominant azimuthal velocity field during spin-up fl-om rest of a 
homogeneous fluid in a cut-cone is investigated. The fundamental mechanism of 
spin-up process is recapitulated. In line with the classical flow model of Wedemeyer, 
the importance of the meridional circulation, driven by the Ekman layers, is stressed. 
The experimental apparatus, together with the image processing technique of the 
visualized flow data, is described. The reliability and accuracy of this experimental 
method are validated by performing parallel measurements using an LDV system. 
The experimental results clearly indicate that the azimuthal velocity shear front 
propagates faster as the incline angle of the side wall decreases. In the rotating 
zone of the interior, the azimuthal velocities are larger in magnitude in a cut-cone 
than in a circular cylinder of comparable size. Plausible physical explanations are 
offered, and the experimental observations are supportive of these physical argu
ments. 

1 Introduction 

Let us consider an incompressible viscous fluid of kinetic 
viscosity v, filling an axisymmetric closed container. Initially, 
the entire system is at rest. At / = 0, the container impulsively 
starts rotating about its central axis with rotation rate fl. The 
subsequent motion of the fluid, in response to the spinning 
solid boundary walls of the container, is termed spin-up from 
rest (Wedemeyer, 1964): this transient rotating flow has posed 
a prominent classical problem. Here, concern is with the sit
uations in which the Ekman number E [=v/flL^], where L is 
the characteristic length of the flow system, is much smaller 
than unity. These are of great interest in practical industrial 
applications as well as in fundamental fluid dynamics. 

Wedemeyer (1964), by resorting to physically insightful ar
guments and judicious approximations, derived a theoretical 
flow model for a right circular cylindrical container of radius 
R and height h, R/h ~ 0(1). Figure 1 shows a schema of flow 
configuration (for a circular cylinder, a = 90 deg) and coor
dinate system. It has been recognized that, when E <̂  1, the 
main flow characteristics can be divided into the essentially 
inviscid interior core and boundary layers adjacent to the solid 
walls of the container. The most significant dynamic ingre
dient is the fluid pumping mechanism by the Ekman layers 
which form on the endwall disks (z = 0, z = A) perpendicular 
to the rotating central axis. The fluid is propelled radially out
ward in the Ekman layers, moves vertically in the sidewall {r 
= R) boundary layer, and subsequently enters radially in the 
interior region. This constitutes the internal meridional flows; 
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the velocities of this internal circulation are small in magni
tude, being 0(E''^) of the primary azimuthal velocity. How
ever, owing to this meridional circulation, the bulk of the fluid 
acquires much of the angular momentum in a time scale 0(E '̂ ^ 
.fi '), which is an order of magnitude smaller than the purely 
diffusive time scale 0(E ' /}"'). The effectiveness of the Ekman 
layer pumping mechanism and the associated meridional cir
culation in achieving spin-up was established earlier by Green
span and Howard (1963) for the linearized counterpart of this 
problem. 

The objective of the present investigation is to portray the 
velocity fields in spin-up from rest of a homogeneous fluid in 
a cut cone. As ascertained earlier, due to the inclination of the 
conical sidewall, the meridional interior circulation exhibits 
features which are different from those of a much-studied right 
circular cylinder. In this paper, extensive experimental obser
vations are made to delineate the impact of the sidewall incline 
angle a on the propagation speed of azimuthal velocity shear 
front. The experimental results produce a global picture of the 
meridional circulation, and they show how this is affected by 
the constraints imposed by the geometrical configuration of the 
container. Once again, the crucial role played by the meridi
onal circulation in accomplishing the spin-up process is brought 
into focus by inspecting the azimuthal velocity field, as com
pared with the case of a circular cylinder. The present research 
will be of interest to several types of modem technological 
devices such as spin-stabilized liquid-carrying projectiles. 

2 The Experiments 

A carefully controlled experimental program has been car
ried out. The experimental apparatus consists of a rotating 
turntable, a container filled with a fluid, photographic image 
recording devices, and a computer. 
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Fig. 1 Schematic diagram of the flow system 

The turntable is made of a precision controlled AC servo 
motor (0.4 kw rating). The rotational speed of the motor is 
continuously checked by monitoring the signal from the servo-
unit of the motor. The turntable is capable of maintaining the 
rotational speed within ±0.1 percent of the set value. The re
sponse time of the turntable to achieve the set value of the 
rotation rate by an impulsive start is less than 0.012 second 
(i.e., less than 0.1 revolution at a typical rotational speed of 
400 rpm). The turntable is equipped with a fixture to mount 
the container. The fixture secures the container, and sloshing 
and vibration are minimized. The container preserves the up
right configuration to a high degree of accuracy. 

The axisymmetric containers were fabricated with plexi
glass. A numerically-controlled lathe was used to produce 
wooden molds to form the inclined side wall. Four different 
containers, with incline angles a = 30, 45, 60, and 90 deg (a 
right circular cylinder), were prepared. The diameter of the 
bottom end wall disk, 2R, was the same for these containers 
[R = 10 cm in the experiment]. The height of the container, 
h, was adjusted such that the fluid volume Q remained the 
same for the entire set of these cut-cone containers [Q = 604.6 
cm^, h = 2.0 cm for a = 90 deg, h = 2.2 cm for a = 60 
deg, h = 2.5 cm for a = 45 deg, h = 5.77 cm for a = 30 
deg, respectively, corresponding to the above four incline an
gles]. This geometrical condition allows a thorough and sys
tematic comparison of the experimental results. 

In order to determine the radial location of the azimuthal 
velocity shear front, a digitized image processing technique 
was utilized. A classical flow visualization method using alu
minum particles was adopted. Disk-like aluminum particles 
suspended in the working fluid are randomly oriented in the 
region where the fluid is nonrotating; however, a shearing mo
tion tends to align the particles in the primary direction of shear 
front. The container is illuminated from the side by a slit-beam 
generator. The randomly oriented particles in the fluid reflect 
the illuminating light in the perpendicular direction. Other
wise, the scattering particles within the rotating region shut the 
light. Therefore, the rotating region is displayed as a dark area 
in the image. The demarcation between the dark (rotating re
gion) and white (nonrotating region) areas in the image indi
cates the position of the velocity shear front [see, e.g.. Fig. 
1.4 of Greenspan, 1968]. The identification of the exact lo
cation of this demarcation line is accomplished by choosing a 
reference gray level in the digitized image. A photo depicting 
a typical visualized flow pattern is demonstrated in Fig. 2(a). 
The corresponding digitally-processed image is illustrated in 
Fig. 2(b). For more specifics, the reader is referred to Choi et 
al. (1990, 1991). 

(a) 

ib) 

Fig. 2 Exemplary photographs displaying the visualized velocity shear 
front. Fig. 2(a) Flow visualization, Fig. 2(b) Image-enhanced picture. 

In order to verify the image-processed data, parallel efforts 
were undertaken to measure the azimuthal velocity field by an 
LDV system. The LDV was oriented such that the laser beam 
passed through the bottom endwall disk of the container. Pass
ing the laser beam through the side wall was avoided, since 
the beam could be distorted by the inclined sidewall. The op
tical arrangement of the LDV was similar to the system re
ported by Kawashima and Yang (1988). 

3 Results and Discussion 

A set of the present experiment is characterized by the 
Reynolds number Re [= ilR^/v] and the incline angle a. For 
all runs, the Reynolds number was Re = lO'. This procedure 
singled out a as the variable parameter. 

One striking feature of the Wedemeyer model for a right 
cylinder [a = 90 deg] is the depiction of the velocity shear 
front, which propagates radially inward from the cylindrical 
sidewall. Noting that, for E <̂  1, the azimuthal and radial ve
locities in the interior are substantially uniform in the axial 
direction. Wedemeyer gave analytical predictions for the dom
inant azimuthal velocities V: 

V re^'^/R - R/r 

Ril - 1.0 
for r/R > e~^. 

RO 
= 0 for r/R < e~ (1) 

where T denotes time normalized by the spin-up time scale, 
i.e., T = E'^^t(R/h){2, where t the dimensional time. In the 
above, (r, 0, z) represents the cylindrical coordinates (see Fig. 
1). Clearly, R, = R exp(-7') describes the radial location R, 
of the radially-propagating velocity shear front. The major 
physical implication of the velocity shear front is that it is the 
demarcation surface which separates the region of non-rotating 
fluid [r/R < exp(-7')] and the rotating region [r/R > exp(-7')]. 

The presence of the velocity shear front described in Eq. (1) 
is a salient feature of the Wedemeyer model. Verifications and 
refinements of this model, both experimental and numerical, 
have ensued, and these efforts have been qualitatively sup
portive of the basic Wedemeyer model (see, e.g., Weidman, 
1976; Watkins and Hussey, 1977; Hyun et al., 1983). 
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It should be emphasized that the majority of previous in
vestigations on spin-up have dealt with a right circular cylin
drical container, i.e., sidewalls (r = R) perpendicular to the 
endwall disks (z = 0, and z = h), rendering a = 90 deg (Fig. 
1). Studies using axisymmetric containers other than a right 
cylinder have not been numerous. However, the effect of the 
geometric shape of the container is not trivial. Since the pre
vious models were concerned mostly with a right cylinder, they 
assumed that, in the return circuit of the meridional circula
tion, the fluid enters the interior core from the cylindrical side-
wall layer in an essentially parallel, uniformly-distributed, ra
dial inflow. However, if the sidewall abuts the endwall disk 
with an angle smaller than 90 degrees, parts of the return cir
cuit can move more readily and directly into the interior core 
from the Ekman layer on that endwall disk. This suggests a 
significant possibility that portions of the meridional circula
tion may be short-circuited, and, as a result, the spin-up pro
cess of the interior could be facilitated. 

The patterns of the above-depicted meridional circulation are 
akin to the situations in spin-up of a stratified fluid. As em
phasized by Walin (1969), Sakurai (1969), Hyun et al. (1982), 
buoyancy suppresses vertical motions of a stratified fluid; con
sequently, portions of the fluid, expelled by the Ekman layer, 
enter the interior directly, without flowing through vertically 
in the sidewall layer. The important conclusion is that spin-up 
proceeds at different rates in the flow field in the case of a 
stratified fluid: the fluid spins up faster in the regions close to 
the endwall disks. In summary, the above considerations clearly 
point to the possibility of enhancement of spin-up. This is prin
cipally caused by the particular behavior of local meridional 
circulation in the comer regions between the endwall disk and 
the sidewall. In these regions, the fluid, after having travelled 
horizontally in the Ekman layers and, thus, having acquired 
higher angular momentum, is expelled from the Ekman layers. 
Spin-up in the interior is enhanced if significant portions of 
the expelled fluid enter directly the interior core, without hav
ing to move vertically in the sidewall layer. In summary, this 
pattern of meridional circulation is achieved under the afore-
stated conditions. One example is the introduction of buoy
ancy effect, as observed in the stratified spin-up in a vertically 
mounted circular cylinder. Another possibility is the use of 
geometrical constraint of a noncylindrical container, and this 
aspect is addressed in the present paper. 

Before undergoing the analysis of processed image data, the 
reliability and accuracy of the imaging technique were as
sessed by cross-comparisons of the data with the correspond
ing LDV measurements. Elaborate data verifications were con
ducted, and these two sets of data were found to be mutually 
consistent. Figure 3 shows an exemplary data-validation plot 
of azimuthal velocity profile. In this display, the identification 
of the velocity shear front can be readily made by tagging the 
almost discontinuous change in the brightness of image over 
an extremely small radial interval. As remarked previously, of 
particular importance in this experimental method is the pres
ence of such a well-defined demarcation separating the dark 
and bright areas in the image-enhanced flow field. It is evident 
in Fig. 3 that such a sharp contrast of the brightness indicates 
the location of the velocity shear front. 

Figure 4 presents the systematically-organized results of the 
propagating velocity shear front location R^. The fluid in the 
region r > R^ has finite angular velocity, but the fluid in 0 < 
r < R, remains nonrotating. For the sake of comparison, the 
analytical prediction by Wedemeyer, R^ = R exp(-7'), ex
pressed in (1) for a right circular cylinder (a = 90 deg), is 
also included in Fig. 4. The definite trend discernible in Fig. 
4 is that the propagation speed increases as a decreases. The 
increase of the propagation speed is more pronounced at earlier 
times. In the case of a right circular cylinder (a = 90 deg), 
the present results indicate that the analytical solution, Eq. (1), 
underpredicts the front propagation. This is due to the neglect 
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Fig. 3 Typical plots of the azimuthal velocity profile. O denotes the 
LDV measurements, and • visualization data. The height Is at z/h = 
0.5. (Uncertainty In r/R = ±0.025, In V/RO = ±0.05, In brightness Is 
±0.07) 
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Fig. 4 Radial location, ft,, of the azimuthal velocity shear front. The 
solid line denotes the analytic solution by Wedemeyer for a right cir
cular cylinder. The experimental results are: • , a = 30 deg; • , a = 45 
deg; • , a = 60 deg: A, a = 90 deg. (Uncertainty In 7 = ±0.01, In R,/R 
= ±0.07) 

of the viscous effects in the Wedemeyer solution of Eq. (1). 
This point has been amply demonstrated by earlier studies 
(Weidman, 1976: Watkins and Hussey, 1977: Hyun et al., 
1983), and the present results reconfirm the trend illustrated 
in Fig. 4. 

As envisioned by the classical model of Wedemeyer for a 
right circular cylinder, the propagation of the velocity front 
may be described by the following mechanisms. After the im
pulsive start of the turntable rotation, the Ekman layers form 
on both end wall disks (z = 0 and z = h) within the dimen
sional time 0(O~'). The interior fluid, initially non-rotating, is 
sucked into these Ekman layers (the Ekman pumping), and the 
fluid particles acquire angular momentum while traveling hor
izontally in the Ekman layers and in the sidewall layer in the 
direction of the sidewall inclination. The angular momentum 
at a given location in the interior core remains zero until the 
arrival of the fluid particles that have traveled through these 
boundary layers. These constitute the well-documented inte
rior meridional circulation. Now, for a cut-cone, the travel paths 
of fluid particles are shorter than those of a right circular cyl
inder. The inclined side wall (a < 90 deg) forces the merid
ional circulation to travel in the direction oblique to the end-
wall disks. Consequently, in the vicinity of the comer region 
between the bottom end wall disk (z = 0) and the inclined 
sidewall, as the fluid is propelled upward along the sidewall, 
the fluid that carries higher angular momentum enters the in-
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V 

Fig. 5 Transient azimuthal velocity fields. The Wedemeyer solution for 
a right circular cylinder Is shown by solid line. Open symbols refer to 
the experimental results for a = 90 deg and closed symbols denote the 
experimental results for a = 45 deg. (lincertalnty In r/R = ±0.025, In 
V/Ra = ±0.05) 

terior region more effectively than for a right circular cylinder. 
On the contrary, in the vicinity of the corner region between 
the top end wall disk (z = h) and the sidewall, the fluid is 
propelled from the top Ekman layer and travels away from the 
interior region. Therefore, in comparison to the case of a right 
cylinder, the meridional circulation cell in the bottom speeds 
up the spin-up in the interior: however, the cell in the top re
tards the interior spin-up. However, the combined effect is an 
overall enhancement of the interior spin-up, since the effect of 
the bottom end wall disk outweighs that of the top disk. The 
bottom disk is larger than the top disk, and, accordingly, the 
Ekman layer-induced meridional circulation cell is stronger near 
the bottom end wall disk than near the top disk. These physical 
pictures are consistent with the experimental observation de
picted in Fig. 4, i.e., the global spin-up process in the interior 
is enhanced as a decreases. 

In passing, it is worth noting that the meridional circulation 
in the bottom part of a cut-cone resembles the comer-jet phe
nomenon, which was suggested by Sakurai (1969) and Hyun 
et al. (1982) in stratified spin-up in a right circular cylinder. 
In that case, buoyancy inhibits the vertical motion: conse
quently, the fluid ejected by the Ekman layer in the comer 
region tends to be suppressed in travelling in the straight ver
tical direction. The meridional flow in this region, therefore, 
enters directly the interior in a jet-like fashion: the direction 
of this jet makes an acute angle (<90 deg) from the horizontal 
end wall disks. In the present case, the geometrical shape of 
the inclined side wall acts like a guide to induce an inclined 
meridional flow in the bottom region, which is akin to the 
above-mentioned comer-jet. 

Further physical insight is extracted by scmtinizing the evo
lution of the azimuthal velocity field in the entire flow domain. 
Figure 5 exemplifies explicit comparisons between a circular 

cylinder (a = 90 deg, shown in open symbols) and a cut-cone 
(a = 45 deg, shown in closed symbols) at z/h = 0.5. It is 
clear in Fig. 5 that the azimuthal velocity at a given location 
in the rotating region of the interior is larger in a cut-cone than 
in a circular cylinder. These illustrations of the dominant azi
muthal velocity field are compatible with the overall physical 
explanations asserted earlier. 

It is mentioned here that the data for a smaller incline angle 
(say « = 30 deg) were not possible to be included for explicit 
comparison. For a very small incline angle, the usable surface 
area of the top endwall disk in the present experimental setup 
is substantially reduced. This posed practical difficulties in in
serting the laser beam through this restricted opening in the 
top endwall disk. 

4 Conclusions 

Experimental observations of the azimuthal velocity field re
veal that the velocity shear front propagates faster as a de
creases. Also, the azimuthal velocities in the rotating region 
of the interior increase as a decreases. These flow character
istics are in line with the physical descriptions inferred from 
the behavior of the meridional interior circulation, which is 
strongly influenced by the presence of the inclined side wall 
in a cut-cone. The fluids ejected from the Ekman layers near 
the corner area, between the inclined side wall with an acute 
angle and the endwall disk, can enter the interior in a more 
effective manner than for the case of a right circular cylinder. 
This gives rise to enhancement of spin-up. 
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Experimental Study of Uniform-
Shear Flow Past a Rotating 
Cylinder 
A n experimental study is made of two-dimensional uniform-shear flo w (U=Uc+Gy) 
past a rotating cylinder of diameter D. A water-tunnel, equipped with a shear 
generator, was constructed. Laser-Doppler velocity measurements were undertaken 
to describe the wake characteristics. Data are compiled over the ranges of 
600< Re < 1,200, the shear parameter Kl^GD/Uc] up to 0.15, and the value of the 
cylinder rotation parameter o![ = coZ)/2C/J. -2.0<ci<2.0. The power spectra of 
velocity measurements at downstream locations were analyzed to examine the vortex 
shedding patterns. In general, the dominant shedding frequency is shifted to a higher 
value as \a\ and K increase. When \a\ increases beyond a certain threshold value, 
the dominant frequency becomes less distinct. If\a\ takes a value larger than around 
1.5, the velocity field becomes randomized and diffuse, and the organized Karman 
vortex street activity weakens. The variations of the Strouhal number with K and 
a are described. The evolution of mean velocity profiles in the wake field is depicted. 
Characterizations of the velocity profiles, as K and a. vary, are made based on the 
measurement data. 

1 Introduction 
Much work has ben reported on the flow characteristics 

around a circular cylinder which is placed in an oncoming 
crossflow. The principal issues of this classical flow configu
ration are wake patterns, boundary-layer separation, vortex 
shedding, and external forces acting on the body, to name a 
few. In light of the complexities of the problem, the prior 
studies have been mostly experimental, utilizing a wind tunnel 
or a water channel. It is to be noted that the majority of past 
investigations dealt with the cases when the cylinder is placed 
in a uniform, constant-velocity approaching crossflow. Ob
viously, this poses the most fundamental flow setup and a large 
body of relevant information has been compiled for this sit
uation (see e.g., Roshko, I954;Friehe, 1980; Williamson, 1989). 

An important variation of the above basic flow is the case 
when the oncoming free-stream is uniform-shear flow. Clearly, 
it is implied that a constant vorticity is embedded in the free-
stream, and this gives rise to complicated interactions asso
ciated with the boundary-layer separations. In particular, the 
subject of vortex shedding has been examined extensively by 
several researchers (Kiya et al., 1980; Yoshino and Hayashi, 
1984; Kwon et al., 1992). These investigations revealed, among 
others, the changes in the Reynolds number-Strouhal number 
diagram as well as in the drag coefficient, as the shear in the 
approach flow increases.These findings lead to an improved 
understanding of the impact of the free-stream vorticity on 
the gross characteristics of flow patterns around the body. The 
study of the behavior of a body in approaching uniform-shear 
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flow is useful from the standpoint of practical applications as 
well. 

In the present paper, the preceding work is extended to 
consider uniform-shear flow past a circular cylinder which 
rotates steadily about its longitudinal axis. As remarked earlier, 
the major dynamic ingredient of the uniform-shear stream is 
the existence of a constant vorticity carried in the oncoming 
flow. This velocity shear interacts with the boundary layer in 
the close vicinity of the cylinder. These bring forth the changes 
in the vortex shedding pattern, compared to the case of a 
constant-velocity approach free stream. Now, the rotation of 
the cylinder produces strong velocity shear in the immediate 
neighborhood of the body surface. This is another significant 
dynamic element that affects the boundary-layer separation 
and the resulting vortex shedding patterns. The objective of 
the present endeavor is to explore the salient features which 
are generated by a rotating cylinder in uniform-shear flow. As 
stressed, both the free-stream vorticity and the generation of 
velocity shear by the cylinder rotation are simultaneously 
present in the flow geometry under study. 

The vortex shedding from a rotating cylinder, placed in 
uniform-velocity free-stream, has been addressed by several 
authors (see, e.g., Moore, 1957; Swanson, 1961; Coutanceau 
and Menard, 1985; Badr and Dennis 1985; Badr et al. 1990; 
Diaz et al., 1983, 1985; Massons et al., 1989; Kimura et al., 
1992). In particular, Diaz et al. (1983, 1985) performed an 
extensive experimental program in a relatively high Reynolds 
number range (Re = 9,000) using a wind tunnel. Spectral anal
yses were made of the velocity data in the near wake of a 
rotating cylinder. The results indicated that the Karman vortex 
activity deteriorates rapidly when the cylinder rotation param-
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Fig. 1 Definition sitetch of uniform-shear flow approacliing a rotating 
circular cylinder 

eter a exceeds a certain critical value a.c. On a related subject, 
Coutanceau and Menard (1985) presented an extensive treatise 
on the influence of rotation on the development of near-wake 
behind an impulsively started circular cylinder. Ranges of mod
erate Reynolds numlser (Re < 1,000) were considered. The in
crease of flow asymmetry with increase in rotation was 
discussed. On a similar theme, Badr and Dennis (1985) and 
Badr et al. (1990) presented numerical and experimental studies 
on the unsteady flow about an impulsively rotating and trans
lating cylinder in the Reynolds number range 10'<Re<10''. 

A thorough literature survey reveals, however, that no pub
lished accounts are available which illustrate the wake patterns 
behind a rotating cylinder in approaching shear flow. As a 
sequel to the previous efforts using water-channel experiments 
(Kwon et al., 1992), an expanded experimental research was 
undertaken in the present work. The wake field was measured 
by using the laser-Doppler velocimeter, and the data were 
digitally processed. As anticipated, the character of flow is 
significantly influenced by the introduction of the free-stream 
shear and the generation of strong velocity gradients in the 
vicinity of the rotating cylinder. 

2 The Problem Statement 
As sketched in Fig. 1, a two-dimensional cylinder of diameter 

D is placed in the approaching free stream [/, 

where G is the velocity gradient in the >'-direction. 
The cylinder rotates steadily with angular velocity to. Ac

cordingly, three relevant nondimensional parameters emerge: 
the Reynolds number Re= UJi/v, where v denotes the kine
matic viscosity of the fluid; the shear parameter of the free-
stream K = GD/Uc\ and the cylinder rotation parameter 
a = ioD/2Uc, which is the ratio of the peripheral linear speed 
of cylinder to the centerline free stream speed U^. The value 
of a is positive (negative) when the cylinder rotates in the 
clockwise (counterclockwise) direction in Fig. 1. 

The specific mission of the present study is to monitor the 
vortex shedding frequency (characterized by the Strouhal 
number St) over extended ranges of K (0<A'<0.15) and 
a ( -2 .0<a<2.0) at moderate Reynolds numbers 
(600 < Re < 1,200). Furthermore, by carrying out detailed wake 
surveys, the variations in the velocity profiles in the entire flow 
field are depicted. The effect of K and a on the behavior of 
the Karman vortices are described. The combined role of K 

and a on the reduction of the velocity defect in the downstream 
is scrutinized. 

3 Experimental Apparatus and Procedure 
A special-purpose circulating water tunnel was constructed. 

The dimensions of the rectangular test section were: spanwise 
width W= 260 mm, height H= 300 mm, and the length in the 
streamwise direction was 3700 mm. In order to provide the 
free-stream shear, a shear generator was fabricated. It was 
composed of twenty equally-spaced channels, each channel 
wall of which was 0.7 mm in thickness. The flow passing 
through each channel was individually regulated by twenty 
separate valves. The streamwise length of the shear generator 
was 700 mm. A detailed description of the water tunnel and 
shear generator was given previously in Kwon et al. (1992). 

The rotation rate of the cylinder was controlled by using a 
DC motor (25W), fitted with a gear head of reduction ratio 
12.5 to 1. The rotation rate of the cylinder was typically in the 
range of 7 rpm to 136 rpm. The shear parameter K of 
the oncoming stream, K=GD/Uc, was determined by varying 
the value of G by means of the shear generator valve controls. 
In the experiments, both D (Z) = 30 mm) and t/ .̂((/c = 30 mm/ 
s) were fixed for each setting, and G was adjusted to achieve 
the desired value of K. 

The tunnel blockage ratio, D/Hv^as 0.10. In order to assess 
the influence of the blockage ratio, the empirical formula of 
Roshko (1954) for uniform flow was utilized. By this method, 
the impact of the present blockage ratio was estimated to be 
less than 6 percent. The aspect ratio of the cylinder, D/W, 
was 0.115. For the present experimental rig, the two-dimen
sional flow assumption is applicable to a reasonable degree of 
accuracy, at least for much of the central portions of the 
cyhnder (see Kiya et al., 1980; Richter and Naudascher, 1976). 

The velocity fields were measured by using the laser-Doppler 
velocimeter (TSI1990), together with the frequency shifter (TSI 
1980). The velocity at a spatial location was secured by av
eraging five data sets, which represented a total of 2048 data 
points with a 0.06 s sampling interval. The frequency shift was 
implemented in 50 kHz, which was capable of depicting the 
reverse flow in the wake. The upstream velocity data were 
generally within the range of ±1.5 percent deviation from the 
mean shear profile. 

The vortex shedding frequency was monitored by the LDV 
signal processor (TSI 1991), in conjunction with a D/A con
verter. These devices generated a continuous analog signal by 
holding the last measurement value until a new measurement 
was acquired. When the particle validation rate is sufficiently 
high, the magnitude of instantaneous velocity can be taken to 
be inversely proportional to the time interval between two 
successive particle arrivals (Lee and Sung, 1994). In the present 
experiments, the samphng rate is approximately 2000 s~'. 

4 Results and Discussion 
The global velocity profile in the immediate neighborhood 

of the rotating cylinder displays qualitative changes as K and 
a vary. At the cylinder surface, the no-slip condition is en
forced. Naturally, the overall flow patterns will be directly 

Nomenclature 

D = cylinder diameter 
£•„ = power spectrum of velocity 

fluctuations 
/ = shedding frequency 
G = velocity gradient ( = At//Aj)) 
H = height of test section 

K = shear parameter (= GD/Uc) 
Re = Reynolds number (= UD/v) 
St = Strouhal number {=fD/Uc) 
U = streamwise velocity 

Uc = centerline velocity 
X = streamwise coordinate from 

center of the cylinder 

y = 

a 
V 

<Xl 

transverse coordinate from 
center of the cylinder 
rotation parameter { = wD/Uc) 
kinematic viscosity of fluid 
angular velocity of rotating 
cylinder 
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Fig. 2 Measurements of the streamwise velocity profiles along x = 0 . 
(Uncertainty in U= ±2.2 percent) 

«=0.0 
K=0.0 

fD/Uc 
Fig. 3 Power spectra £„ of velocity fluctuations. The location is x/D 
= 3.0, y/D= -0 .6 . K=0.0, Re = 900. 

affected by the free-stream shear and the magnitude and sense 
of the cylinder rotation. The velocity data were procured over 
a range of Re (600 < Re < 1,200), where the changes in Re were 
accomplished by using two different cylinders (Z) = 20.0 mm 
and D=30.0 mm) and by adjusting the free stream speed (30 
mm/s< f/<;̂ 40 mm/s). The qualitative essentials of the data 
remain unchanged with the variation of Re in this Reynolds 
number range. Consequently, the results for Re = 900 will be 
displayed for detailed analysis to typify the flow character. 

Figure 2 exhibits the measured streamwise velocity profiles 

fD/Uc 
Fig. 4 Power spectra £„ of velocity fluctuations. The location is x/D 
= 3.0, y/D= -0 .6 . / f=0 .1 , Re = 900. 

K=0.1 

Fig. 5 Power spectra E„ of velocity fluctuations. The location Is x/D 
= 3.0, y/D= -0 .6 . / f=0 .1 , Re = 900. 

along the^'-axis. In the top frame, characterizations are made 
of a uniform free-stream (U=Uc,K=0) approaching a rotating 
cylinder (a?^0). Obviously, a =1.0 corresponds to the case 
when the velocity at the cylinder periphery equals the uniform 
oncoming speed. Note that, when the rotating effect is sub
stantial (a> 1), a zone of reverse flow is seen near the bottom 
of the cylinder. The present velocity measurement data for 
Ar=0 in Fig. 2 clearly demonstrate consistency with the ex
perimental findings shown in Fig. 9 (a, b) of Badr et al. (1990). 
The fundamental aspects of the basic mechanism of the near-
wake formation and flow separation were discussed in a highly 
mathematical account of Coutanceau and Menard (1985) as 
well as in Badr and Dennis (1985). As emphasized earlier, the 
primary mission of the present work is to provide experimental 
descriptions of the gross characteristics of wake at moderate 
and far downstream locations. The reader is referred to the 
above-cited publications for more in-depth mathematical de
lineations of separation phenomena in the close vicinity of the 
cylinder surface for the case of A'=0. When the free-stream 
contains shear {K>0), the velocity profiles show marked 
changes depending on the sense of the cylinder rotation (a > 0 
or a<0). The extent and strength of the reverse-flow zone 
tend to increase as I a I increases. In the case of A'> 0 and a < 0, 
the reverse-flow region is narrow, and it is characterized by 
strong velocity gradients in the vertical direction. 
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Fig. 6 Power spectra H„ of velocity tluctuations. The iocation Is x/D 
= 3.0, y/D= -0 .6 . K=OA,a= - 1 . 0 and o: = 1.0. 

Quantitative measurements of the shedding frequency are 
displayed in Figs. 3-5. For this purpose, the power spectra of 
velocity fluctuation at a downstream location (x/£) = 3.0, 
y/D= -0.6) were assembled for specific comparisons. The 
shedding frequency / is represented in the non-dimensional 
parameter, the Strouhal number, St= fD/Uc- Figure 3 is for 
the case of uniform flow {K=0). For a non-rotating cylinder 
(a = 0), St takes the well-known value St» 0.21. The peak fre
quency exhibited in Fig. 3 corresponds to this Strouhal number. 
As the cylinder rotation rate increases, it is conspicuous in Fig. 
3 that the dominant shedding frequency is shifted to higher 
values. For the case of an impulsively translating and rotating 
cylinder, Coutanceau and Menard (1985) noted that, as a. in
creases, the detachment of eddies behind the cylinder tends to 
be accelerated. However, as a takes a large value, the peak 
frequency itself becomes less distinctly identifiable. The power 
spectrum shows a tendency of spreading out toward broad 
ranges of frequency. As is evident in Fig. 3, for the case of 
a = 2.0, a single dominant shedding frequency is not discern
ible. These trends are consistent with the earlier findings of 
Diaz et al. (1983), Massons et al. (1989), and Badr et al. (1990). 

The results of a clockwise-rotating cylinder (a>0) placed in 
positive-shear flow (^>0) are illustrated in Fig. 4. It is seen 
that, as a increases, St takes higher values. Also, at large a, 
the dominant shedding frequency becomes less distinct, as was 
noticed for uniform flow (K=0). However, a perusal of Fig. 
3 and Fig. 4 indicates that the above-cited blurring of the 
dominant frequency at large a is more pronounced for shear 
flow than for uniform flow. Referring to the velocity profile 
characterizations of Fig. 2, when K>0 and a>0 , the flow at 
the top (bottom) surface of the cylinder is aided (retarded) by 
the cylinder rotation. This tends to amplify the imbalance due 
to mean shear between the momentum carried by the fluids in 
these two regions. 

When the cylinder rotation is in the counter-clockwise di
rection (see Fig. 5 for a<0, A'=0.1), the flow at the top 
(bottom) surface of the cylinder is retarded (aided) by the 
approaching shear flow. Due to this interaction, the velocity 
gradient in the ;'-direction is intensified, which results in the 
thinning of the boundary layer in the close neighborhood of 
the top surface. In general, the loss of sufficient forward-
moving momentum in the boundary layer contributes to the 
flow separation from the body. This causes the general shift 
of the peak frequency toward higher values as la I increases, 
which turns up in the form of an increase in St. In addition, 
as seen in Figs. 3, 4 and 5, there is a tendency toward ran
domization of velocity components of high frequencies. This 
is in conformity with the flow visualization of Masson et al. 
(1989). 

In order to signify the difference between the cases of positive 
and negative a, enlarged views of the power spectra, plotted 

OT 

2.0 

a 
Fig. 7 Diagram of St versus a. (Uncertainty in St= ±6.7 percent, In 
a = ± 1 . 0 percent), (o : present results (K=0.0), (g): present results 
(f(=0.1), ArDlazetal., D: Kwonet al.(/(=0.0), HI: Kwon et al. (K=0.1)). 

in linear-linear scales, are shown in Fig. 6. For a>0 , since 
K>0, the faster (slower) moving fluid near the top (bottom) 
surface of the cylinder is accelerated (decelerated) by the ap
proaching shear flow. For a < 0, the opposite situation prevails. 
Figure 6 suggests that small-scale high-frequency flow fluc
tuations in the wake region are more diffuse and randomized 
for Q;<0. The peak frequency of spectra is more distinct for 
a>0. For the exemplary cases of K=OA and «= - 1.0 in Fig. 
6, the dominant frequency in the spectra is not readily iden
tifiable, pointing to vigorous randomization of velocity oscil
lations. 

The overall findings of the vortex shedding patterns are 
compiled in the plot of St-a in Fig. 7. The well-documented 
value of St = 0.205 for a uniform stream and a non-rotating 
cylinder (K-O, a = 0) serves as a reference point. For a non-
rotating cylinder (a = 0), St increases as K increases, and this 
was estabUshed in Kiya et al. (1980) and Kwon et al. (1992). 
Also, for a uniform stream (K=0), Diaz et al. (1983, 1985) 
observed that St increases as a increases from zero. However, 
it should be emphasized that, as the measurements of Diaz et 
al. indicate, no clearly definable St exists when a increases 
beyond a threshold value Uc- This reflects the fact that the 
wake is becoming diffuse and randomized, and a conspicuous 
peak frequency is not discernible in the power spectra (Massons 
et al., 1989; Kimura et al., 1992). 

The results of the present experiments (KT^O, a 9^0) are 
overlayed in Fig. 7. As remarked earlier, for shear flow, St 
increases as la I increases from zero. However, the dominant 
shedding frequency tends to be higher for a negative a than 
for a positive a for the same absolute value of rotation pa
rameter la I. The present measurements for A" =0.1 suggest 
that the organized Karman street activity becomes weak when 
la I reaches beyond around 1.0. 

The evolution of the mean velocity profile in the wake is 
described by the detailed laser-Doppler measurements. Figure 
8 is for uniform flow (K=0). The results for this case were 
illustrated previously by means of a wind-tunnel experiment 
by Diaz et al. (1985), and the present data are in qualitative 
consistency with those of Diaz et al. As a increases, the velocity 
profile becomes nonsymmetrical, especially in the near-wake 
region, with respect to the center line y = 0. As pointed out by 
Diaz et al. (1985), the location of )>„, at which the maximum 
velocity defect is detected, is shifted to below the centerline 
Cv = 0). The measurement data of Fig. 8 are in support of the 
earlier observations of Diaz et al. (see Fig. 2). 

The velocity profiles for shear flow (K=OA) are exhibited 
in Fig. 9. For a non-rotating cylinder (a = 0), the numerical 
simulation of laminar flow by Jordon and Fromm (1972) dem
onstrated that, due to the nonsymmetry of the approach stream. 
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Fig. 9 Exemplary velocity profiles, at x/D = 2.0, 3.0,4.0 and 5.0. K= 0.1. 
(Uncertainty in U= ±2.2 percent) 

the forward stagnation point is shifted toward the fast side of 
the free stream 0'>0). Owing to this asymmetry, a slight dis
placement of y„ toward the j '<0 region is seen in Fig. 9(«). 
For a > 0, in the bottom region of the cylinder, a thick layer 
of reduced forward-velocities or of reverse-flows is formed. 
This causes higher rates of diffusion of momentum than for 
Q: = 0. Therefore, as seen in Fig. %b), the deviation of the 
velocity profiles in the wake from the original free-stream 
profile tends to be smaller than for a = 0. The locations of y^ 
are below the center line. For a<0, the fluid in the bottom 
region of the cylinder is energized, but the flow in the top 
region of the cylinder is retarded. Consequently, the velocity 
defect is pronounced in the region above the centerline >' = 0. 
These trends are manifested in the present data of Fig. 9(c). 
In the downstream locations, the diffusion of momentum is 
more vigorous for a < 0. As portrayed in Fig. 9(c), the evolution 
of the velocity profile in the wake toward the original free-
stream profile tends to be facilitated in the case of o;<0. 

In connection with the portrayals of velocity profiles, it is 
noted that, in the present experiment, the effect of free-stream 
shear is relatively mild (K<:0.1) in comparison to the effect 
of cylinder rotation I a I <2.0. Therefore, some of the classical 
descriptions of a uniform flow about a rotating cylinder (K=0, 
017^0) exhibit qualitative consistency with the present depic
tions (see Swanson, 1960; Coutanceau and Menard, 1985; Badr 
et al., 1990). 

The explicit influence of K on the velocity profiles is ex
emplified in Fig. 10. It is clear that the magnitude of velocity 

1.0 1.0 1.0 1,0 1,0 1,0 1,0 1,0 

U / U o 

Fig. 11 Velocity profiles at x/D = 2.0 for K = 0.1 and -1.5 s « < 2.0. 
(Uncertainty In (/ = ±2.2 percent) 

defect is reduced as K increases, for both a > 0 and a <0. This 
indicates that, as the free stream shear is strengthened, the 
overall diffusion of momentum tends to increase, yielding a 
faster recovery in the wake of the approach free-stream velocity 
profile. This trend is more pronounced for o!<0 than a>0, 
as was discussed in Fig. 9. 

Characterizations of the velocity profiles at the same location 
of x/D = 2.0, as a varies over the ranges of - 1.5<a<2.0, 
are displayed in Fig. 11. It is also evident that the magnitude 
of velocity defect is reduced as lal increases. A closer in
spection of the wake profiles reveals that sudden changes in 
the wake profiles can be seen in the regions of - 1.5 < a < - 1.0 
and 1.0<as 1.5, These ranges are coincident with the ranges 
of earlier findings of vortex shedding in the wake in Figs. 3-
5. 

5 Conclusion 
The velocity field measurements provided depictions of the 

gross flow characteristics in the wake. 
For a uniform oncoming stream (̂ " = 0), the dominant vor

tex-shedding frequency shifts to a higher value, as the rotation 
effect (a) increases. For a shear flow (K>0), a. similar trend 
is seen. However, if lal exceeds a certain threshold value, 
velocity fluctuations are randomized and diffuse. For large 
lal, the distinct organized Karman-street activity diminishes. 
The Strouhal number-rotation parameter plot is constructed, 
which clearly demonstrates the above findings. 

The mean velocity profiles in the wake are illustrated to 
identify the explicit effects of A: and a. When A:=0, the cylinder 
rotation (a > 0) causes the zone of velocity defect to be located 
below the centerline ^ = 0. 

For a shear flow (A:>0), the forward stagnation streamline 
is displaced upward to the fast-side of the flow (y>0). For 
a < 0, the lateral location y^ for the maximum velocity defect 
is shifted upward. 
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The randomization of velocity field owing to enhanced dif
fusive activities is more pronounced for the case of a < 0 . 
Consequently, the overall velocity defect in the wake tends to 
be milder for a < 0 . 
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Experimental and Numerical 
Investigation of Flow 
Oscillations in a 
Rectangular Cavity 
The unsteady, incompressible, moderate Reynolds number flow past a rectangular 
cavity is experimentally and numerically investigated. Laser-Doppler anemometry, 
flow visualization and unsteady numerical simulation using fully second-order ac
curacy in time and space, were the tools employed to meet this purpose. Large-
amplitude organized oscillations are reported to occur in the investigated geometry 
due to fluid-dynamic instability. Detailed flow visualization and unsteady predictions 
clearly show that the instability process involves a complex coupling of shear layer 
and recirculating flowfield dynamics. The paper also demonstrates the accuracy of 
the present calculations. 

1 Introduction 
It is well known that oscillations develop in the shear layer 

of a cavity when a critical value of the Reynolds number is 
exceeded. These flow oscillations are associated with the pres
ence of organized structures evolving in the cavity shear layer, 
generated by the selective amplification of extraneous distur
bances. However, the process is still much more complex, since 
it has also been observed that the aforementioned oscillations 
may be self-sustained, implying the existence of a feedback 
mechanism. Although this subject is not free of some contro
versy, it is generally accepted that the impingement of the 
vortical structures at the downstream cavity edge, leading to 
large-amplitude variations of pressure and velocity, originate 
pressure waves, which propagating upstream, provide the nec
essary feedback to sustain the oscillations. 

A wide variety of engineering flow applications and systems 
can be modeled as single or as a series of cavities. As ex
amples, we mention the slotted walls of wind tunnels (King 
et al., 1958), where the oscillations are undesirable due to the 
inherent structural vibrations and noise, and the cooling of 
electronic chip carriers (Sparrow et al., 1983), where, in con
tradistinction, the enhanced rate of heat transfer is a direct ben
efit of the unsteady character displayed by the flow. The prob
lem of self-sustained oscillations in impinging flows has been 
the subject of endeavored research for many years (see Rock
well and Naudascher (1979) for a review). Simplified models, 
based solely in shear layer considerations, were formulated (King 
et al., 1958; Rockwell, 1977; Sarohia, 1977), aiming to de
scribe the behavior of the oscillations. Recent numerical in
vestigations (Ghaddar et al., 1986; Najm and Ghoniem, 1991; 
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Pereira and Sousa, 1993) have allowed more thorough studies 
of these flows, now taken as dynamical systems where other 
agents than the shear layer coexist, namely the recirculating 
flowfield and the interaction with the main flow. As these 
mechanisms have been neglected in most previous analyses, a 
few lacunae still subsist in the description of the process of 
formation of the large-scale structures in cavity flows. On the 
other hand, and notwithstanding several methodical experi
mental investigations carried out by different authors, experi
mental data on the overall cavity flowfield, are still scant. For 
the stationary case Sinha et al. (1982) have reported experi
mental data, obtained using a hot-wire anemometer, charac
terizing a few aspects of the separated flow over two-dimen
sional rectangular cavities, whilst for the unsteady case very 
accurate flow measurements are available (Rockwell and 
Knisely, 1979) but these only concern the cavity shear layer. 
This picture encourages the accomplishment of detailed mea
surements of the whole flowfield in and near a cavity wherein 
oscillations occur. 

The overall characteristics of the flow structure inside the 
cavity are known to be strongly influenced by the cavity aspect 
ratio and, to a certain extent, by the Reynolds number (Durao 
et al., 1992). Cavities may, on account of this (Sarohia, 1977), 
be classified as "open," when the flow over the cavity sepa
rates at the upstream edge, reattaching subsequently near the 
downstream edge; and, conversely, as "closed," when the sep
arated flow reattaches at the cavity floor. Furthermore, open 
cavities are commonly classed into "shallow" or "deep," ac
cording as the depth-to-length ratio is smaller or greater than 
unity, respectively. It is relevant to accent that the mechanisms 
behind the phenomenon of flow oscillations in shallow open 
cavities, briefly described above, are distinct of those asso
ciated to deep, except when the ratio of the cavity length to 
the acoustic wavelength of standing waves is small, as pointed 
out by Rockwell and Naudascher (1978). 
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Fig. 1 Geometrical fiow configuration 

In the present investigation the problem of incompressible, 
moderate Reynolds number flow (Re,, = 3360) over a shallow, 
open cavity (length-to-depth ratio b/h = 2) will be considered. 
Thus, the subsequent analysis will be restricted to fluid dy
namic oscillations and, therefore, the subject of acoustic res
onance will not be dealt with. A detailed study comprising 
flow visualization, laser-Doppler anemometry measurements 
and unsteady numerical predictions is presented. An explicit 
quadratic Leith-type of discretization (Leonard, 1979), known 
as QUICKEST, will be used for the numerical calculations. 
Its fully second-order accuracy in time and space allows cap
turing the details of self-sustained oscillations, in order to re
veal the complexity of the interaction between the recirculating 
flowfield and the shear layer. 

In the following section of this paper, the experimental ap
paratus and techniques utilized are briefly described. The third 
section summarizes the method used to obtain the numerical 
predictions for the present flow problem. Afterwards, the re
sults of both experimental and numerical procedures are pre
sented and discussed. The last section provides the main con
clusions of this work. 

2 Experimental Procedure 

2.1 Flow ConHguration. The experimental setup, illus
trated in Fig. 1, consisted of a rectangular cavity model formed 
on the floor of a PERSPEX water tunnel, 0.170 m in depth, 
0.200 m in width, and 7 m in length. The water was drawn 
from a constant-head discharge tank and pumped, in a closed-
circuit, into a pressurized tank. Further details concerning the 
water tunnel were given by Durao et al. (1989). The cavity 
model spanned the width of the test section by the combination 
of appropriate upstream and downstream PERSPEX plates, 
yielding a depth-to-cavity length ratio h/b = 0.5 and depth-
to-width ratio h/w = 0.12, where h/H = 0.141 (see Fig. 1). 

The present results were obtained for a fully developed 
channel flow, characterized by a Reynolds number Rc/, = UoH/ 
V = 23,800. The corresponding characteristic parameter for 
the cavity flow under study was Re,, = 3360. Concerning the 
boundary layer at separation, the characteristic dimensionless 
groups based on the momentum thickness and layer thickness 
were AO/SQ = 0.097 and 80/h = 2.48, which undoubtedly in
fluenced the mechanisms later described in this paper as found 
by Sarohia (1977). 

2.2 Instrumentation and Measurement Uncer
tainty. Laser-Doppler anemometry (LDA) was employed to 
obtain accurate measurements of the time averaged flowfield. 
A 15 mW (nominal) He-Ne laser (Nippon Electronic Corpo
ration—GL G5600) was used as laser source for the velocim-
eter, which was operated in the dual-beam forward-scatter mode. 
The sensitivity to the flow direction was provided by acousto-
optic modulation, from a Bragg cell unit Opto-Elektronische 
Instruments (OEI) LD-OE-402. The frequency shift was set to 
0.2 MHz and the velocimeter transfer constant was 3.34 (ms ' ) / 
MHz. 

The light scattered by naturally-occurring centers in the water 

was collected by a lens (focal length of 200 mm) and focused 
into the pinhole aperture (0.3 mm) of an OEI photomultiplier. 
The photomultiplier output signal was monitored in an oscil
loscope, band-pass filtered and processed by a TSI 1980B fre
quency counter. The validated data was, then, read into a 386SX 
computer. Time averaged velocities and velocity statistics (not 
shown) were evaluated by ensemble averaging, calculated from 
20 to 60 thousand samples. The large number of samples was 
indispensable in order to provide a correct statistical charac
terization of a flow, known apriori to be intrinsically unsteady. 
The transmitting and receiving optics were both mounted in a 
traversing table, while the test section was held stationary. 

Errors incurred in the measurement of velocity by displace
ment and distortion of the measuring volume, due to refraction 
on the duct walls and to the change in refractive index, were 
found to be negligibly small and within the accuracy of the 
measuring equipment, as investigated by Durao et al. (1989). 
Nonturbulent Doppler broadening errors due to gradients of 
mean velocity across the measuring volume (see, e.g.. Durst 
et al., 1981) affect essentially the variance of the velocity fluc
tuations. In the experiments, the number of individual velocity 
values used to form the averages, always above 20 thousand 
as mentioned before, led to a statistical (random) error below 
0.5 percent for the time averaged values, according to the anal
ysis referred by Yanta and Smith (1978) for a 95 percent con
fidence interval. No corrections were made for sampling bias, 
and the systematic errors that could have arisen were mini
mized by using high seed rates in relation to the fundamental 
velocity fluctuation rate, as suggested for example by Dimo-
takis (1978), Erdmann and Tropea (1981) and Erdmann et al. 
(1984) for both random and periodic flows. It is also noted 
that the zone of the flow characterized by the highest ampli
tude of the flow oscillations (which were essentially non-tur
bulent and occurred for the vertical velocity component, as 
discussed below) was also that where the time averaged ve
locity was close to zero and the probability density distribu
tions were near bimodal, such that the bias of the negative 
velocities offset that of the positive velocities, as shown by 
Erdmann et al. (1984). Thus, the various sources of errors and 
bias suggested an uncertainty of less than 1 percent for the 
time averaged velocities. Moreover, the condition under which 
the output of the counter yields a satisfactory spectral analysis, 
discussed by, e.g., Dimotakis (1978), Edwards and Jensen 
(1983), Adrian and Yao (1985) and Srikantaiah and Coleman 
(1985), was satisfied in the present experiments. 

The measurements reported in the present paper regard the 
time averaged longitudinal component in the channel center-
plane, as well as power spectra of the vertical velocity com
ponent in the shear layer region. 

2.3 Flow Visualization. The recirculating fluid motion was 
made visible by light reflecting the particles in the water. A 
laser light (Spectra-Physics 2540 Ar-Kr laser) from above il
luminated the water tunnel centerplane and still photographs 
were taken at right angle to the sheet of light. A 3200 ASA 
film was employed, using time exposures of order 1/2 sec. 
The cavity shear layer was visualized by injection of a solution 
of Rhodamin 6 G particles, from inside the cavity, which was 
found to be an adequate fluid tracer for the intended purpose. 
The above mentioned light source was, once again, used. 
Worthy of note is the fact that the long residence time of the 
particles inside the cavity, due to the presence of a recircu
lating flowfield, allowed to record the motion of the shear layer 
vortices some time after seeding the flow. This enabled us to 
ensure that the injection of the tracer solution was not dis
turbing the flow. Motion pictures were taken using a CCD 
camera and the images were later processed and digitized. 

3 Numerical Solution 
The governing equations for the fluid flow problem under 

consideration are the unsteady Navier-Stokes and continuity 
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equations. The flow is assumed to be two-dimensional and the 
fluid is treated as incompressible. The former assumption has 
proved to be reasonable by inspection of the flow visualization 
results. In fact, for the present Reynolds number Re^ = 3360, 
the flow displayed a quasi-two-dimensional behavior at the 
channel centerplane, despite the relatively large value of the 
geometrical ratio hjw. 

The above referred equations can be expressed, written in a 
Cartesian reference frame, as 

V-v = 0 

av 
— -I- (v • V)v = 

1 
Vp + I'V^v 

(1) 

(2) 

where v = («, v) is the velocity, p is the pressure, v is the 
kinematic viscosity, and p stands for the fluid density. The 
integration of Eqs. (1) and (2) was obtained by a finite volume 
method, using an explicit quadratic Leith-type of temporal dis
cretization (Leonard, 1979). For the sake of simplicity, the 
resulting finite differences equation is presented here assuming 
the case of one-dimensional flow with u > 0, i.e.. 

«, = «;'--c(«^, -<-,) + 
1 

CMW+, 2«" 

+ u"-i) -I- C 
1 

pAx 
(3) 

Thus, the dependent variable « at an intermediate time step, 
for each control "volume," can be obtained explicitly from the 
above equation, where C is the Courant number and a denotes 
the non-dimensional diffusion coefficient. The continuity 
equation is driven approximately to zero by adjusting the con
trol volume pressure, amounting to solving a Poisson equation 
for the pressure correction, which produces a corresponding 
velocity adjustment. Combining these two equations 

M( — «; 
At 

-vc^r' (4) 

and 

v-«r ' = o, (5) 
results the Poisson equation for the pressure correction (/>,, 

1 
vw At 

V • M,. (6) 

So, the velocity at the (« + 1) time step is obtained by taking 
into account the velocity correction 

«r =«; + — ( 
pAx 

9i-i)- (7) 

Details concerning two-dimensional calculations using this 
method were recently presented by Pereira and Sousa (1993). 
The numerical method is fully second-order accurate in space 
and in time. 

The numerical predictions were performed in a computa
tional domain of length 5h. The inlet was located at /?/10 up
stream of the cavity separating edge, while the outlet was placed 
at 29A/10 downstream of the impingement edge. As men
tioned in Section 1, the physical process under investigation 
involves the interaction between vortical structures in the cav
ity shear layer and the downstream comer, so that the presence 
of convective waves was expected. It was, therefore, impor
tant to ensure that the location of the outlet boundary did not 
incur significant wave reflections into domain regions where 
the relevant phenomena take place. At the open boundary, a 
monochromatic traveling wave was implemented, i.e., a Som-
merfeld-type of radiation condition, which is credited to be a 

good compromise in the presence of convective waves (Or-
lanski, 1976; Kobayashi et al., 1993), ensuring nonreflectivity 
and, consequently, negligible influence on the interior solu
tion. On the walls, no-slip conditions were applied and, as 
initial condition, the measured time averaged velocity profile 
was used. 

In the laboratory there existed disturbances from various 
sources. These can be classified into two main categories: ir-
rotational (e.g., resonance from pumping devices) and vortical 
disturbances (e.g., turbulence). So, in the present computa
tions, small-amplitude random disturbances were superim
posed to the mean flow velocity field (both components) at the 
beginning of simulation. These were obtained from a random-
number generator, tapering to zero at the walls and channel 
centerline. The idiosyncrasy of the employed disturbances does 
not imply a tacit acknowledgment of that the irrotational per
turbations play the main role in the process. Rather, it reflects 
the difficulties to model the disturbances in the numerical sim
ulations. The perturbations in the laboratory are probably con
tinuous in both space and time, still the model has the merit 
of allowing the "natural selection" of most amplified modes 
(Ghoniem and Ng, 1987). Besides, the outcome of the nu
merical model was found not to be significatively affected, in 
terms of fluid dynamic behavior, neither by the character of 
the disturbances nor by their strength, as long as contained 
within reasonable limits. 

The computational mesh used for the numerical simulation 
comprised 160 x 205 control volumes in the longitudinal and 
normal directions respectively, and the time step was chosen 
so that the maximum Courant number did not exceed 0.25. 
According to Pereira and Gousa (1993), these parameters meet 
the necessary requirements to asseverate a numerically accu
rate solution of cavity flow at a moderate Reynolds number, 
using the present method. The comparison of these results with 
those obtained using a coarser grid, comprising 81 x 103 con
trol volumes, implied a change in the computed Strouhal num
ber of less than 3 percent. No further error estimation analysis 
was conducted due to the excellent agreement obtained be
tween time averaged predictions and experimental results, which 
is attributed to the very fine computational grid as well as to 
the high accuracy of the employed temporal and spatial dis
cretizations . 

4 Results 

The extensive experimental information compiled by Rock
well (1977), on the spectral distribution of fluctuations for flows 
past rectangular cavities, evidenced the existence of different 
modes of oscillation. Furthermore, it was shown that the pre
ferred (or predominant) mode of oscillation was influenced by 
the cavity aspect ratio b/h. However, for each mode, it was 
possible to identify clear trends of the Strouhal number St = 
fh/Uo, for a wide range of values of b/h. Based on the above 
referred information, for the cavity geometry under consid
eration b/h = 2, the so-called second mode (n = 2) of oscil
lation was expected to be found as the most persistent one. In 
fact, spectral information provided by LDA measurements of 
the vertical velocity component in the cavity shear layer in
dicated a Strouhal number of St = 0.56 (uncertainty estimate: 
0.02), which is in excellent agreement with the aforemen
tioned investigation results, for b/h = 2 and n = 2. The dy
namical behavior of the corresponding flow structure, usually 
denoted as a two-eddy system, is then characterized by the 
presence of two eddies evolving simultaneously within the im
pingement length. Experimental evidence of this fact can be 
achieved by inspection of Fig. 2(a), obtained by means of the 
flow visualization procedure formerly described. Both snap
shots in this figure show the shear layer vortices, allowing the 
clear observation of two eddies with different degrees of ma
turity. The roll-up of the separating shear layer is not a sur-
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Fig. 2 Cavity shear layer (a) Experimental flow visualization; (b) numerical simulation using passive particles (streakiines) 
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Fig. 3 Calculated vertical velocity component at (x/ft, y/h) = (0.51, 
1.09). (a) Time trace; (b) power spectrum 

(b) 

Fig. 4 Calculated vertical velocity component at (x//>, y/Zi) 
1.09). (a) Time trace; (b) power spectrum 

(1.15, 

prising event, since Kelvin-Helmholtz instability is known to 
play an important role in the process. Nevertheless, the re
markable organization of the shear layer structures is indeed 
an interesting feature. As a result of the inevitable interaction 
with the impingement edge, a former eddy was deformed and 
shed, as can also be observed in both snapshots of Fig. 2(fl). 
Numerical flow visualization of the shear layer, picturing the 
unsteady flow at two different time steps, obtained using pas
sive tagged particles, is presented in Fig. 2(b). This figure, in 
conjunction with Fig. 2(a), illustrates the phenomenon re
ported by Rockwell and Knisely (1979) termed as "jitter." They 
have found that, in the complex process of interaction between 
the vortical structures and the impingement corner, a vortex 
can experience one of several possible fates. It may suffer clip
ping by the impingement edge in a complete or in a partial 
way, or else escape from being clipped. Referring again to 
Fig. 2, it is clear that, while the snapshots on the left (A) 
correspond to partial vortex escape, the snapshots on the right 
(B) display partial vortex clipping. The variability of events 
for the present flow is observable in Figs. 3(a) and 4(a), which 
display computed time traces of the vertical velocity compo
nent in the shear layer region, at (x/h, y/h) = (0.51, 1.09) 
and (x/h, y/h) = (1.15, 1.09), respectively. In this figure, the 
lack of determinism associated to the phenomenon under study 
is patent, despite the quasi-periodic behavior exhibited by the 

Fig. 5 Flow visualization of tlie recirculating fiowfleld. The arrows in
dicate the recirculation eddies as they are shed within the cavity 

flow. The corresponding power spectral analysis yielded a very 
well defined dominant frequency in both stations (see Figs. 
3(b) and 4(b)), but less energized higher harmonics were also 
discernable at the foregoing upstream location. The resulting 
Strouhal numbers, based on the momentum thickness at sep
aration, were St^ = f9o/Uo = 0.13, 0.29, and 0.40, far from 
the usual range for natural instability frequencies in a shear 
layer (see Husain and Hussain, 1983). However, the computed 
value of Strouhal number for the highest peak, based on the 
cavity depth, was St = 0.54, in very good agreement with 
reported measurements. Equivalent good agreement is also ob
served with respect to the time averaged velocity profiles of 
the unsteady calculations, as will be discussed at the end of 
the present section. 

The recirculating flowfield inside the cavity also displays 
very interesting dynamical characteristics, actively partaking 
in the process of instability. Figure 5 shows the recirculation 
eddies at two different time instants. The visualized flow pat
terns infer the quasi-two-dimensional nature of the flow, which 
governs the oscillation process (Rockwell and Naudascher, 
1978). However, the main insight extracted from Fig. 5 is re
lated to the dynamics of the recirculation eddies. The cavity 
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Fig. 6 Series of time frames obtained by unsteady numerlcai simula
tion, (a) tUJh = 43.58; (b) tUJh = 44.01; (c) fU„//i = 44.43; 
(cO tUJh = 44.86; (e) WJh = 45.29 

space is occupied by a primary (larger) eddy and a secondary 
eddy (close to the separating edge). The unsteady character of 
the flow is also visible, seeming that a tertiary eddy is ejected 
from the separating edge, traveling over the secondary eddy 
and leading to coalescence with the main eddy. The numerical 
simulation has confirmed the above described behavior. In Fig. 
6 the dynamics of the flow can clearly be observed since we 
have superimposed the instantaneous vorticity contours (solid 
lines) to the corresponding flow streamlines (dotted lines). It 
should be mentioned that, for the sake of the figure clearness, 
the vorticity contour levels have been selected in order to evi
dence only the shear layer vortices. The figure demonstrates 
the significant coupling which takes place between the recir
culation region and the shear layer. During the depicted time 
instants, one of the shear layer vortices accompanies the shed
ding of the tertiary recirculation eddy (see, for example. Fig. 
6(a)). In sequence, another shear layer vortex travels over the 
cavity (see Fig. 6(b)), but this vortex cannot maintain its iden
tity because it is not associated to the shedding of a large-scale 
eddy. The flapping imposed by the recirculation region orig
inates the lateral displacement of the vortex cores and subse
quent amalgamation of the structures (see Figs. 6(c) and 6(d)), 
giving rise to the large-scale vortex that later impinges on the 
downstream cavity edge (see Fig. 6(e)). This is in agreement 
with the power spectra shown in Figs. 3(b) and 4(b), where 
the former (upstream) spectrum reveals two additional peaks 
corresponding to the fast shear layer vortex shedding from the 
step, while the latter (past middle cavity) displays only one 
peak reflecting the accomplishment of the merging process be
tween the shed vortices. The merging interaction above de
scribed, known as "pairing," is therefore induced or, in a more 
precise way, catalyzed by excitation due to eddy-shedding in 
the recirculating flowfield by which it strongly modulates the 
shear layer dynamics. These observations suggest that the shear 
layer is forced to adapt to the flow organization imposed by 
the shedding of recirculation eddies within the cavity, although 
the process has been initiated through destabilization of the 
recirculating flowfield by Kelvin-Helmholtz instability. To 
substantiate this assertion we refer to the investigation of the 
dynamical response of forced shear layers, both experimental, 

by Ho and Huang (1982) and numerical, by Ghoniem and Ng 
(1987). The behavior of the shear layer under consideration in 
the present work is clearly similar to that exhibited by a forced 
one, when the forcing frequency is below the natural roll-up 
frequency. The low-frequency displacement of the vortex cores 
and the merging of roll-up eddies, in order to form a resultant 
eddy which is in tune with the forcing frequency (the so-called 
"resonant eddy"), are mechanisms observed in shear layers 
when subjected to the mentioned forcing technique that can 
also be recognized in the present simulations. Moreover, the 
application of forcing is here attributed to the large-scale re
circulation zone shedding. Nevertheless, reported studies on 
shear layer oscillations, namely by Ziada and Rockwell (1982), 
demonstrated that most of the features discussed here were dis
played even in the absence of recirculating flow, but not to 
what concerns "pairing." Also, if we deem the work of Rock
well and Knisely (1979), once again pairing was not notice
able, regardless of the fact that in this case there existed a 
recirculation zone. While for the first reference it can be ar
gued that this was due to the absence of the recirculating flow, 
for the second reference the explanation can only be found 
based on the employment of a cavity geometry which was dif
ferent from the present one, therefore directing to an equally 
distinct dynamical behavior of the separated region, as already 
pointed out by Najm and Ghoniem (1991). In any case, the 
variability of events (the so-called "jitter") reported to occur 
in cavity flows displaying flow oscillations can be attributed 
to the variety of possible nonlinear interactions in an excited 
shear layer, either mainly by virtue of forcing provided by the 
recirculation region (present case), or solely as a result of the 
upstream influence caused by vortex-edge interaction. 

On the other hand, in the present case, the above-mentioned 
oscillations do not seem to affect the channel flow. In fact, 
measured and computed power spectra at the channel center-
line do not reveal significant energizing of any frequency. This 
is at odds with previously reported investigations on the pres
ence of self-sustained oscillations in grooved channels (see, 
e.g., Ghaddar et al., 1986; Pereira and Sousa, 1993), where 
the authors have obtained a matching of the flow oscillations 
with the least stable Tollmien-Schlichting channel mode fre
quency. One of the findings of these investigations was that 
the Tollmien-Schlichting modes conform to the new geometry, 
in terms of wavenumber (imposed by the grooves' periodicity) 
and cross-stream amplitude distribution, although retaining their 
main feature, i.e. the related frequency and, hence, ruling the 
system dynamics. The whole process is facilitated if the char
acteristic lengths associated to the channel and to the cavity 
are close. If this is not the case, as for the presently studied 
geometry (Cf. Section 2), the frequency matching will not take 
place and, therefore, the cavity flow dynamics can be consid
ered independently of the channel flow. 

At this stage, a plausible physical mechanism describing the 
observed flow oscillations may be summarized as follows. The 
instability process can be interpreted as shear layer destabili
zation of the recirculating flowfield. As the shear layer insta
bility is known to be broadband (e.g., Husain and Hussain, 
1983), it seems reasonable to conclude that the "stable" part 
of the flow, i.e., the recirculation eddies, due to their larger 
characteristic energy, determine the nature and consequently 
the frequency of the oscillations, while the "unstable" portion 
of the flow, i.e., the shear layer, locks onto it, providing that 
the disturbance is within the unstable band of the shear layer. 
Otherwise, the separating shear layer will itself dictate the fre
quency of the oscillations and the role of the remainder flow-
field will be probably restricted to a secondary modulation of 
the shear layer, as concluded by Knisely and Rockwell (1982). 

Extensive LDA measurements of the mean flowfield were 
also performed in order to provide a more complete charac
terization of the time averaged cavity flow at a moderate Reyn
olds number. The data further allowed to assess the perfor-
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Fig. 7 Longitudinal time averaged velocity profiles at various loca
tions across the cavity. Uncertainty estimate for measurements: 0.01. 
(a) x/h = -1/10; (b) x/h = 3/10; (c) x/h = 6/10; (d) x/h = 10/10; (e) 
x/h = 14/10; (/) x/h = 17/10; (g) x/h = 21/10. 

mance of the present numerical method. Figure 7 shows the 
comparison between experimental measurements and numer
ical simulation results at several stations across the cavity. The 
time averaged longitudinal velocity component was evaluated 
from data acquired for 40,000 time steps, covering more than 
50 oscillation periods. Open symbols represent the measure
ments and lines were used for numerical predictions. In this 
figure, we have also included the results of a steady calculation 
of the same flow geometry (dashed lines), obtained using the 
elliptic form of the Navier-Stokes equations and keeping un
changed the numerical grid. Although the differences between 
steady and unsteady predictions are not very large, the phys
ical interpretation reported in this paper clearly shows that steady 
calculations cannot be used to characterize cavity flows at a 
moderate Reynolds number. These predictions enlighten the 
action of the main recirculation eddy, in the unsteady case, 
increasing the mean velocity of the recirculating fluid. This 
fact is also responsible by the augmented drag experimentally 
encountered whenever flow oscillations are present. Finally, 
we emphasize the good agreement between the unsteady pre
dictions (solid lines) and measurements. 

5 Conclusions 

The present experimental and numerical investigation was 
concentrated on the unsteady character of the flow past a shal
low, open rectangular cavity. The flow is at a moderate Reyn
olds number, Re/, = 3360, where cavity oscillations have been 
observed. Flow visualization, LDA measurements and un
steady flow predictions allowed to improve the understanding 
of the dynamics of such flows. 

The detailed time-resolved information provided by the ex
perimental and numerical data demonstrated the existence of 
mechanisms that have been disregarded in most previous in
vestigations. The coexistence of the unstable shear layer with 
the recirculating flowfield results in the destabilization of the 
latter. As a consequence, eddy shedding from the recirculation 
zone can be observed. The shear layer thereby reconciles its 
dynamics with the formed disturbance, imposed by the "sta
ble" (in the sense of more energetic) part of the flow (the re
circulating flowfield). However, if the shear layer cannot adapt 
to this disturbance, the shear layer itself will presumably rule 
over the remainder flow, as shown in Rockwell and Knisely 
(1979) experiments. In any case, it is unquestionable that the 
forcing/modulation of the shear layer imposed either by the 
recirculation region, or by the upstream influence resultant of 
the impingement of flow structures on the downstream edge, 
is responsible for the variability of events (jitter) in unsteady 
cavity flows. 

The results provided by the numerical simulation further al
lowed to conclude about the indispensability of using an un
steady formulation for predicting the time averaged character
istics of cavity flows displaying self-sustained oscillations. Very 
good agreement (within experimental uncertainty) was ob
tained between experimental and unsteady calculation results, 
embracing time averaged longitudinal velocity profiles and 
Strouhal number of the oscillations. 
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Mixing of a Generalized Newtonian 
Fluid in a Cavity 
Mixing of a generalized Newtonian fluid in a corotating discontinuous cavity flow 
is studied. The flow period and the rheological coefficients are used as parameters. 
Using geometrical construction of periodic orbits and bifurcation analysis we find 
mixing windows in the parameter space. A system within a mixing window is capable 
of producing uniform mixtures. Some bifurcation values have also been determined. 
A system whose parameters are in the neighborhood of these values will mostly not 
produce a uniform mixture. The main conclusion is that shear thinning degrades 
mixing in the cavity flow. 

1 Introduction 
Mixing of fluids takes place in a variety of natural and 

engineering processes. It is assisted by turbulent flows at high 
Reynolds number, such as in the interior of stars, in combus
tion, and in the atmosphere. It is also facilitated by laminar 
flow at low Reynolds numbers, such as in food and polymer 
processing and in the mantle of the earth; see e.g., Ottino 
(1990). Mixing in the laminar flow is now better understood 
using chaos theory introduced by Aref (1984). A monograph 
(Ottino, 1989) and an lUTAM Symposium (Acrivos, 1991) 
have been devoted to this topic. 

From a practical point of view, one of the most important 
objectives of the study of mixing is to find systems which 
rapidly produce uniform mixtures. A brute force method can 
be used for this purpose, i.e., to follow deformation of a minor 
component to be mixed in a base fluid computationally. The 
uniformity of a mixture during mixing can be measured with 
statistical techniques, e.g., the standard deviation and Kol-
mogorov test used by Ling and Gogos (1992) and Ling (1993). 
The rate of mixing can be evaluated from the time history of 
the uniformity of a mixture. This kind of brute force method 
is useful but tedious. If the rate of mixing is not the main 
concern, the Poincare section method can be used to determine 
the ultimate uniformity of the mixture, i.e., whether a system 
can produce a uniform mixture given sufficiently long time. 
The Poincare section method should be used prior the eval
uation of the rate of mixing. This will guarantee that the rate 
of mixing analysis is only performed to those systems which 
potentially will produce good mixtures. From the Poincare 
sections one can see that low-periodic orbits with their sur
rounding islands are the main obstacle to uniform mixing, 
hence, nearly global chaos is a necessary condition for pro
ducing a uniform mixture. 
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Based on this observation, Ling and Schmidt (1992, 1993) 
proposed the concept of mixing windows. The mixing win
dows are defined as regions in the parameter space where mix
ing systems are nearly globally chaotic. On the other hand, 
systems with stable periodic orbits are found in the neighbor
hood of bifurcation values. Therefore, to produce a uniform 
mixture one should use mixing systems within a mixing win
dow and avoid the systems in the neighborhood of bifurcation 
values. Ling and Schmidt (1992, 1993) studied bifurcation and 
mixing windows in cavity flows with a Newtonian fluid; a good 
agreement with the available simulation and experimental re
sults was observed. It is very convenient to find mixing win
dows using bifurcation analysis, complemented by generating 
several Poincare sections to examine whether all major peri
odic orbits with measurable islands have been considered. 

Many fluids in nature and industrial processes are non-New
tonian. A non-Newtonian fluid maybe shear thinning (de
creasing viscosity with increasing shear rate), be viscoelastic 
(having memory of the deformation history) of be both. The 
mixing of non-Newtonian fluids has been studied by several 
researchers; see, e.g., Kiani et al. (1989) and Sastrohartono 
and Kwon (1990). However, we are not aware of an investi
gation showing the effects on non-Newtonian properties on 
mixing. The purpose of this paper is to study the effect of 
shear thinning on the mixing in a cavity flow. 

2 Velocity Field 
Viscosity of a Newtonian fluid is constant. Many fluids, in 

particular polymers, often do not behave that simple during 
processing. A number of such fluids are classified as the gen
eralized Newtonian fluids, whose viscosity, n, is merely a func
tion of the shear rate, 7, 

ti = ix(,y) = ix{^{x,y,z)). (1) 
Theoretical considerations lead to various formulas of the 

function ix{y)\ coefficients in these formulas are determined 
from experimental data. The simplest formula is the well-
known power law 

M=m'"" . (2) 
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Fig. 1 Dependence of viscosity on shear rate for three polyethylene 
solutions fitted with the Powell model 

where /̂ o is the viscosity at zero shear rate and n is the power 
law index. The smaller the index, n, the lower the viscosity in 
high shear rate regions, i.e., the greater the degree of shear 
thinning. While no varies in a wide range, n varies between 0.2 
and 0.6 for most fluids at high shear rate. For a number of 
polymers at a typical processing temperature, K = 0.35. 

More sophisticated formulas have more parameters and fit 
viscosity in wider shear rate and temperature range, such as 
the Cross model (Cross, 1973). Ignoring the temperature ef
fects, the Cross model is reduced to the Powell model (Powell, 
1966), 

M = 
^0 

l + (7/7o)' 
(3) 

which is used in this paper. Taking the logarithm of Eq. (3) 
gives 

In/A = In îo - In (1 + e' fi-n)ln(,y/yo) '), (4) 

Equation (4) suggests that /t-* /.IQ when y ^ 0, and d(ln ii)/d{\n 
y)—>(n- 1) wheny^^oo. Furthermore,d^(ln fi)/d{ln y)^ = 0at 
y = jo- Hence, the In /t versus In y curve is composed of a 
horizontal line for small 7 (often called the Newtonian plateau) 
and an inclined line with slope n — 1 for large 7 (the power 
law region) connected with a curve whose maximum curvature 
is at 7 = 70' We fitted a set of experimental data of three 
polymer (polyethylene) melts at 200 °C with the Powell model 
using a least square algorithm. The experimental data were 
measured by an experimental group in the Polymer Processing 
Institute. The fit, as shown in Fig. 1, is very good, therefore, 
we adopt the Powell model in this study. 

For laminar mixing, the following assumptions are usually 
made: the flow is creeping, the fluid is incompressible, and 
the process is isothermal. The last assumption may not be 
appropriate under certain polymer processing conditions and 
will be discussed elsewhere. The governing equations of the 
velocity field are derived from the mass conservation and mo
mentum balance and are solved using a finite difference method. 
Introducing a stream function "^ defined by 

a* d* 
dy dx 

the shear rate, 7, can be expressed as 

7 = 
d'<t 1 id^^ 

(5) 

(6) \dxdy) ' 4 \dy^ 
With the assumptions made above, the governing equation of 
'^{x,y) for a Newtonian fluid is 

V** = 0 

and that for a generalized Newtonian fluid is 

(7) 

/ iV' '* + 2 
dyi. I d^'ir a ' * 

dx dxd^y'^ dx^ 
+ 2 dy [dy^dy'^ dy^ 

, aV a'* aV a^ 
dx" 

â * dH 
-0. (8) 

dxdy dxdy ' \dy^ \dx') d/ dx^ ̂  
The velocity field is independent of the viscosity of a New

tonian fluid, since /JL does not appear in Eq. (7), though shearing 
stresses are higher for fluid with higher viscosity. Furthermore, 
Eq. (8) is linpar with respect to viscosity and its derivatives, 
so its solution remains unchanged when the viscosity of a 
generalized Newtonian fluid is scaled up or down. On the other 
hand, Eq. (8) is nonlinear with respect to ^ and its derivatives 
(the viscosity is a function of the second derivatives of * as 
seen from Eqs. (2), (3), and (6)) and has to be solved iteratively. 
If a simple iteration procedure converges, 5 to 10 iterations 
are typically required, so that the calculation work can be one 
order more than that to calculate the velocity field of a New
tonian fluid. Frequently, a Newton-Raphson method has to 
be used, and the calculation work is even more, since the 
Jacobian of the discretized form of Eq. (8) has to be calculated 
as well. 

Traditionally, the velocity field of the matrix fluid and the 
related quantities, such as pressure, shear rate, shearing stress, 
etc., are calculated in a study of mixing. But they are insuf
ficient, since one cannot judge mixing performance from these 
quantities straightforwardly. In fact, calculation of the velocity 
field is only the first step of the study of mixing based on 
chaos theory. 

3 Mixing Windows in tlie Corotating Discontinuous 
Cavity Flow 

Mixing of a Newtonian fluid in a cavity flow has been studied 
by Chien et al. (1986) and Leong and Ottino (1989) experi
mentally. Some simulation results are given in Leong (1989). 
Ling and Schmidt (1992, 1993) studied bifurcation and mixing 
windows in cavity flows for a Newtonian fluid. We will briefly 
review the approach of finding bifurcation values and mixing 
windows, together with some results for mixing of a Newtonian 
fluid in a cavity flow in this section. 

The corotating discontinuous cavity flow studied in this pa
per is produced by periodic and alternative motion of the top 
and bottom walls in the opposite directions. The cavity is 
rectangular with an aspect ratio h/w = 0.6. We use i;top = 
fbottom = V = 0.2612w/second in this paper. The period of 
the alternating wall motion, T, is taken as one of the param
eters. Other parameters are the power law index, n, and the 
turning point, 70, in the Powell model. 

The velocity field is calculated by solving a boundary value 
problem of the nonlinear equation (8). The only nonzero 
boundary condition is d'^ir/dy = 1 on the top wall correspond
ing to its motion in the first half period. The velocity field in 
the second half period, caused by the motion of the bottom 
wall, is a 180 degree rotation of that in the first half period. 

Mixing of fluids is characterized by the motion of a particle 
in a given velocity field v(x, 0- Assuming that the mass of the 
particle is negligible, its passive motion is governed by 

dx 
^ = v(x,0. (9) 
dt 

Because the system (9) is time-periodic, instead of studying a 
continuous trajectory, one may study its Poincare map, i.e., 
the relationship between successive points on the trajectory 
with time spacing T, 

X m + l = * ( X m ) . (10) 
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Fig. 2 Geometrical construction of basic P-1 orbits, (a) a critical case, 
(b) large loop, P-1 L,, (c) small loop, P-ISj, (d) double loop, P-1 D ,̂ (e) small 
loop, P-1 Si 

Fig. 3 Dependence of viscosity on shear rate for tlie generalized New
tonian fluids studied and distribution of the shear rate In a Newtonian 
Fluid 

When a particle can reach almost everywhere in a Poincar^ 
section, its motion state is nearly globally chaotic and hence, 
a uniform mixing is expected. As analyzed by Franjione et al. 
(1989) and Ling and Schmidt (1993), the Poincare map (10) 
has Ŝ  symmetry when sampled at every other switching point. 
That is, the x-axis is the axis of symmetry, and all periodic 
points are either on the x-axis or symmetric about the x-axis. 
In fact, P-1 (period one) points with large islands are all on 
the axis of symmetry as observed in the Poincar6 sections for 
various T. 

Let us consider a particle in the center of the cavity. It will 
complete a cycle along the streamline and will return to the 
center in a time of To/2. The value of To can be calculated by 
integrating Eq. (9); it is a function of 70 and n. If the motion 
of the walls switches exactly at the time To/2, i.e., To/2 = T/ 
2, then the particle will complete another cycle on the lower 
part of the cavity at the end of the period, T; see Fig. 2(a). A 
possible periodic orbit whose period is greater than To is shown 
in Fig. 2(b). This orbit is called P-lLi, since it has a large loop. 
Two possible periodic orbits whose period is greater than To 
are shown in Figs. 2(c) and (of), respectively. The orbit in Fig. 
2(c) has two small loops and is called P-IS2, and another orbit 
in Fig. 2{d) is called P-lDi, implying one double loop. There 
is also a periodic orbit with a small single loop, which is called 
P-1 Si as shown in Fig. 2(e). Thus, the orbit shown in Fig. 2(a) 

Fig. 4 Period of a class of bifurcation values of the corotating discon
tinuous cavity flow with generalized Newtonian fluids, h/w = 0.6, v = 
0.2612 w/second 

changes its topological class when perturbed and hence, it is 
not structurally stable. The corresponding period. To, is the 
bifurcation value (Guckenheimer and Holmes, 1983). Periodic 
orbits with more loops can be similarly constructed and are 
classified to three families, P-IS*:, P-lL;t and P-ID*, k = \, 
2 It is clear that these periodic orbits originate from 
one of the following bifurcation values: T = kTo(yo,n), k = 
0,1,2, . . . . Stability of these orbits is determined using the 
Floquet theory; see Ling and Schmidt (1992) for details. The 
P-1S| orbit emanates from the stagnation point in the T—0 
limit. This orbit loses its stability through a pitchfork bifur
cation, and the two new-born stable P-1 orbits subsequently 
undergo infinite period-doubling bifurcations, which lead to 
chaos. The P-IL2 orbit is born at a larger r through a tangent 
bifurcation and turns into P-IS2 and P-lDj at the bifurcation 
value, T = To. The P-lDj orbit is marginally stable and is 
surrounded by an island within a small interval of T. This 
scenario repeats itself for an increasing T, but the stable region 
of P-lS;t becomes smaller and smaller and finally disappears 
for k>6. Within the gaps between these stable regions, all P-
1 orbits are unstable. Although there might be stable higher 
periodic orbits, no measurable islands are visible in the Poin-
car6 sections we have plotted. Therefore, these gaps are the 
mixing windows we are looking for. 

4 Mixing Windows for a Generalized Newtonian Fluid 
Bifurcation values and mixing windows in the corotating 

discontinuous cavity flow with a generalized Newtonian fluid 
have been calculated using the method described in the previous 
section. The parameters in the Powell model, Eq. (3), are varied 
in a wide range, 0.2 < « < 1 and 0.05 < 70 ^ 50. Note that 
n = 1 or 7o = 00 corresponds to a Newtonian fluid. Viscosity 
of several generalized Newtonian fluids and the distribution 
of shear rates in a Newtonian fluid are shown in Fig. 3. The 
distribution of shear rates in a generalized Newtonian fluid is 
not very different from that in a Newtonian fluid. Because the 
value of /*o has no influence on the velocity field, we have 
chosen different 1x0 for different n, so that the viscosity curves 
are not overlapping. From Fig. 3, one can determine whether 
a generalized Newtonian fluid with a given n and 70 is mostly 
in the Newtonian plateau region or in the power law region. 

For a generalized Newtonian fluid with a given 70 and n, 
its bifurcation values are periodic in T with a period of To as 
shown in Fig. 4. The To surface goes up with decreasing 70 
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Fig. 5 Mixing windows In the parameter space {yi„n, 7) of the corotating 
discontinuous cavity flow with generalized Newtonian fluids, h/w = 0.6, 
V = 0.2612 w/second, i I mixing windows, WWW stable regions of 
P-1P<t orbits, ////// stable regions of P U ^ orbits, XXXXXX stable regions 
of P-1Dt and other P-1 orbits 

in 0.0 20.0 40.0 60.0 80.0 100.0 120.0 1-tO.O 160.0 IBO.O 200.0 
T 

Fig. 6(8) 

in 0.0 20.0 40.0 60.0 80.0 100.0 120.0 140.0 160.0 180.0 200.0 
T 

Fig. m 

and n, implying that the greater the degree of shear thinning 
the longer the period. Figure 5 shows stable P-1 regions (shaded) 
and mixing windows (not shaded) in the parameter space (7, 
n, T). Note that, for the sake of simplicity, we did not consider 
stable regions of the P-1 orbits bifurcated from P-IL*, since 
they only occuply a small ^-interval. Moreover, their sur
rounding islands are very small as in the case of a Newtonian 
fluid described by Ling and Schmidt (1992). Several cross-
sections with constant n or 70 are shown in Fig. 6; n = 0.8 
in Fig. 6(a), n = 0.4 in Fig. 6(b), 70 = 5 in Fig. 6(c), and 70 

n 
u 

s 
0.0 20.0 40.0 60.0 80.0 100.0 120.0 140.0 160.0 180.0 200.0 

T 
Fig. 6(c) 

Fig. 6 Cross section of mixing windows In the parameter space {yo,n, 7) 
of the corotating discontinuous cavity flow with generalized Newtonian 
fluids, h/w = 0.6, V = 0.2612 w/second, d l l mixing windows, \WW\ 
stable regions of P-IS^ orbits, llllll stable regions of P-1 L*orbits, XXXXXX 
stable regions of the P-1Dt and other P-1 orbits, (a) n = 0.8, {b) n = 0.4, 
(C) 70, = 5, (d) 70 = 0.05 

= 0.05 in Fig. 6(d). Since n = 1 corresponds to a Newtonian 
fluid, the uppermost part of the mixing windows in Fig. 6(c) 
and (d) for various 70 are exactly the same. For a Newtonian 
fluid, the stable regions of different P-1 orbits never overlap, 
so that there are gaps in between forming mixing windows. 
As the degree of shear thinning increases, i.e., n decreases and 
7o is sufficiently small to keep the shear rate mostly beyond 
the Newtonian plateau, the stable regions of P-1 orbits become 
larger, and eventually, the first one or two mixing windows 
disappear due to overlapping of the adjacent stable P-1 re
gions. Thus, the greater the degree of shear thinning the worse 
the mixing in the co-rotating discontinuous cavity flow. 

Poincar6 sections for 70 = 5, n = 0.6 and different Tare 
shown in Fig. 7 to visualize different mixing behavior within 
and outside the mixing windows. The mixing system is in-
tegrable in the r—0 limit, as can be observed in Fig. 1(a). As 
r increases, a chaotic region appears, however, a large island 
remains as illustrated in Fig. 1(b) for 7 = 8. A further increase 
of Tresults in alternate occurrence of nearly global chaos (Figs. 
7(c), (e), and (g) for T = 20, 60 and 90, respectively) or islands 
in chaotic seas (Figs. 1(d), (J), and (h) for T = 35, 70, and 
100, respectively), which verifies the existence of the mixing 
windows. 

5 Concluding Remarks 
To study the influence of the degree of shear thinning on 

mixing, one has to consider different fluids. Our results show 
that shear thinning degrades mixing in the corotating discon
tinuous cavity flow. The corotating discontinuous cavity flow 
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Fig. 7(a) Fig. 7(e) 
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Fig. 7{b) 
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Fig. 7(d) 
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Fig. 7(g) 

- 0 . 5 - 0 . 4 - 0 . 3 - 0 . 2 - 0 . 1 0.0 O.l 0.2 0.3 0.4 0.5 

Fig- Aft) IS piecewise steady, and each steady branch contains a vortex 
in the upper and lower half of the cavity, as if the vortex jumps "?•,/„ f"'" ™L^'!! f"̂  °' ^*l? ? «*̂ "."̂  ,'"^";?l!l"'L?'' "^ '^ *'°* 

, J . ,. „ ., . : ' , , . , , , • 1 • ntilxing systems with a generalized Newtonian fluid, h/w = 0.6, v = 
up and down periodically. It is expected that this conclusion o.26i2 w/second, yo = 5, n = 0.6, (a) r-o, (6) T = 8, (c) r = 2ol (d) T 
is also valid for other piecewise flows with vortices in each = 35, (e) 7 = 58, (0 7 = 70, (g) 7 = 90, {h) 7 = 100 
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steady branch as in the case of the Aref blinking vortex (Aref, 
1984) and the discontinuous journal bearing flow. Shear thin
ning reduces strength of the vortices and weakens the link 
between the high and low shear rate regions and hence, de
grades the mixing performance. It is of interest to examine 
whether this conclusion is also valid for mixing in different 
types of flows; further studies will be conducted, 

A related issue is the effect of visco-elasticity on mixing. It 
is worthwhile to mention the experimental results on mixing 
of the Boger fluids in a cavity flow by Leong and Ottino (1990). 
Their experimental results suggest that there are two major 
differences between Newtonian and visco-elastic fluids. First, 
the mixing process of the visco-elastic fluid is slower, and 
second, their islands are larger. The strategy described in this 
paper can also be used to study the visco-elastic fluid, if the 
mixing time is sufficiently longer than the relaxation time of 
the fluid, so that a periodic state is established. This strategy 
can also be used for other periodic systems, including spatially 
periodic systems, such as the Kenics Mixer. 

Acknowledgments 
This work is part of the ongoing Polymer Mixing Study, 

which is conducted at the Polymer Processing Institute and is 
industrially cosponsored. A discussion with S. Widagdo and 
M. Avgousti is acknowledged. 

References 
Acrivos, A., ed., 1991, Proceedings of the lUTAM Symposium of Fluid 

Mechanics of Stirring and Mixing, La Jolla, CA, 20-24 Aug. 1990, Physics of 
Fluids A, Vol. 3, pp. 1009-1469. 

Aref, H., 1984, " Stirring by Chaotic Advection," Joi/rna/ of Fluid Mechanics, 
Vol. 143, pp. 1-21. 

Chien, W.-L., Rising, H., and Ottino, J. M., 1986, "Laminar Mixing and 

Chaotic Mixing in Several Cavity Flows," Journal of Fluid Mechanics, Vol. 
170, pp. 355-377. 

Cross, M. M., 1973, "Rheology of Synthetic Latices: Influence of Shear Rate 
and Temperature," Journal of Colloid Interface Science, Vol. 44, pp. 175-176. 

Franjione, J. G., Leong, C. W., and Ottino, J .M. , 1989, "Symmetries Within 
Chaos: A Route to Effective Mixing," Physics of Fluid A, Vol. 1, pp. 1772-
1783. 

Greene, J. M., MacKay, R. S., Vivaldi, F., and Feigenbaum, M. J., 1981, 
"Universal Behaviour in FamiUes of Area Preserving Maps," Physica D, Vol. 
3, pp. 468-486. 

Guclcenheimer, J., and Holmes, P., 1983, Nonlinear Oscillations, Dynamical 
Systems, and Bifurcations of Vector Fields, Springer-Verlag, New York, p. 119. 

Kiani, A., Rakos, R., and Sebastian, D. H., 1989, "Three-Dimensional Com
putational Analysis of Fluted Mixing Devices," Proceedings of the ANTEC 89, 
pp. 62-65. 

Leong, C. W., 1989, "A Detailed Analysis of Chaotic Mixing of Viscous 
Fluids in Time-Periodic Cavity Flows," Ph.D. thesis. University of Massachu
setts, Amherst. 

Leong, C. W., and Ottino, J, M., 1989, "Experiments on Mixing Due to 
Chaotic Advection in a Cavity," Journal of Fluid Mechanics, Vol. 209, pp. 
463-499. 

Leong, C. W., and Ottino, J. M., 1990, "Increase in Regularity by Polymer 
Addition During Chaotic Mixing in Two-Dimensional Flows," Physical Reviews 
Letters, Vol. 64, pp. 874-877. 

Ling, F. H., 1993, "The Effect of Mixing Protocol on Mixing in Discon
tinuous Cavity Flows," Physics Letters A, Vol. 177, pp. 331-337. 

Ling, F. H., and Gogos, C , 1992, "Statistical Evaluation of Uniformity of 
Simulated Mixtures," Proceedings of the ANTEC 92, pp. 2476-2479. 

Ling, F. H., and Schmidt, G., 1992, "Mixing Windows in Discontinuous 
Cavity Flows," Physics Letters A, Vol. 165, pp. 221-230. 

Ling, F. H., and Schmidt, G., 1993, "Bifurcations and Mixing Windows in 
Sinusoidal Cavity Flow Mixing Systems," International Journal of Bifurcation 
and Chaos, Vol. 3, pp. 1457-1476. 

Ottino, J. M., 1989, The Kinematics of Mixing: Stretching, Chaos, and Trans
port, Cambridge University Press, Cambridge. 

Ottino, J. M., 1990, "Mixing, Chaotic Advection, and Turbulence," .4rt«»o/ 
Review of Fluid Mechanics, Vol. 22, pp. 207-253. 

Powell, A., 1966, "The Influence of the Molecular Size Distribution within 
a Liquid on the Viscous Flow of the Liquid," Polymer, Vol. 7, pp. 91-97. 

Sastrohartono, T., and Kwon, T. H., 1990, "Finite Element Analysis of 
Mixing Phenomena in Tangential Twin-Screw Extruders for Non-Newtonian 
Fluids," International Journal of Numerical Methods in Engineering, Vol. 30, 
pp. 1369-1383. 

80/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Usha 
Department of Mathematics, 

Indian Institute of Teclinology, 
Madras, Tamil Nadu, 

India 

Rukmani Sridharan 
Department of Mathematics, 

Stella Maris College, 
Madras, Tamil Nadu, 

India 

The Axisymmetric Motion of a 
Liquid Film on an Unsteady 
Stretching Surface 
The axisymmetric motion of a fluid caused by an unsteady stretching surface that 
has relevance in extrusion process and bioengineering has been investigated. It has 
been shown that if the unsteady stretching velocity is prescribed by rb/(l-at), then 
the problem admits a similarity solution which gives much insight to the character 
of solutions. The asymptotic and numerical solutions are obtained and they could 
be used in the testing of computer codes or analytical models of more realistic en
gineering systems. The results are governed by a nondimensional unsteady param
eter S and it has been observed that no similarity solutions exist for S > 4. 

Introduction 

In extrusion processes, it is important to study the motion 
of fluid caused by a stretching surface. Such a study is also 
applicable to the elongation of bubbles, pseudopods and in 
bioengineering, where the flexible surfaces of the biological 
conduits, cells and membranes in living systems are typically 
lined/surrounded with fluid and constantly being stretched. 
Crane (1970) investigated the steady two-dimensional flow in
duced by a stretching boundary. Brady and Acrivos (1981) and 
Wang (1984, 1988) have obtained the exact similarity solu
tions of the Navier-Stokes equations for the steady stretching 
boundaries in three dimensions. Wang (1990) has investigated 
the similarity solution for the liquid film on an unsteady 
stretching surface for the two-dimensional Cartesian case. 

In this paper, we present an exact similarity solution of the 
unsteady axisymmetric Navier-Stokes equations for the motion 
of a liquid film on a stretching surface. The problem consid
ered is unsteady since the liquid film stretches with the bound
ary and its thickness decreases in response. Recently, Usha 
and Uma (1991) have shown that the unsteady, axisymmetric 
flow of a viscous incompressible fluid admits the following 
four parameter Lie group of transformations, written in an in
finitesimal manner 

r = r + ar^ir, z, t, ip) + oia^) 

z = z + o-pir, z, t, tji) + o{a^) 

t = t + o-y(r, z, t, ip) -f- o(o^) 

i/i-= i/» + o-A(r, z, r, i/») + o(o-^) (1) 

where r, z, t are space-time coordinates, ip is the stream func

tion and f, /3, y, A are given by (Usha and Uma, 1991) 

(=Cr 

l3 = Cz + hit) 

y = 2Ct + D 

A = Cil,- (r72)/i(0 + kit) (2) 
where dot denotes a time derivative. This group has two ex
plicit parameters C and D and two implicit parameters con
tained in hit) and ^(0-

We use Eqs. (1) and (2) to show that the flow of a liquid 
film caused by a stretching surface admits a similarity solution 
if the unsteady stretching velocity is proportional to rilCt + 
Z>)"' and that the liquid film thickness is proportional to (2Cr 
+ D)'^^. The flow is described by the nondimensional un
steady parameter 5, which governs the thickness of the liquid 
film and the other fluid dynamic properties. For some values 
of the parameter S, the flows that arise models certain indus
trial processes and engineering systems although the motiva
tion for the present work sprang from the authors' interest in 
finding exact similarity solutions of the unsteady, axisymmet
ric Navier-Stokes equations. The asymptotic and numerical so
lutions are obtained for the resulting nonlinear ordinary dif
ferential equation which could be used for testing of computer 
codes and for validating analytical models of more realistic 
engineering systems. 

Mathematical Formulation 
We consider the surface at z = 0 to be stretched with ve

locity rgit) (Fig. 1). We assume, the end effects and gravity 
are negligible and the liquid film of thickness Hit) is uniform 
and stable. Let («, w) denote the velocity components in the 
r and z increasing directions where (r, d, z) correspond to cy
lindrical polar coordinates. The boundary conditions are 

z = 0: u = rgit) (3) 

z = 0: w = 0 (4) 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
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sociate Technical Editor: R. L. Panton. 

z = Hit): w = Hit) 

du dw 
z = Hit): — -F — = 0 

dz dr 

(5) 

(6) 
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Fig. 1 Liquid flim on a stretching surface 

We select a subgroup of (2) that leaves invariant the bound
ary curves and the boundary conditions (3)-(6). Invariance of 
the boundary curve z = 0 implies that h(t) = 0 and the in
variance of the boundary z = Hit) implies that 

z- = H(i) 

which yields 

HO) = iCjC)(2Ct + D)"^ (7) 

Invariance of the boundary condition (3) suggests that 

a = fgit) on z = 0 (8) 

which requires that (Bluman and Cole, 1974) 

{% + o-M, + %{A^ - ft) - L% - y.^. 
(/• + crC) 

which yields 

so that 

= (.r + aOlgit) + (Tjgm on z = 0 (9) 

-2Cg{t) = (2Ct + D)g(t) 

git) = C^/ilCt + D) (10) 

Also, the invariance of the boundary condition (5) yields the 
same expression for Hit) as given in (7). The invariance of 
the boundary conditions (4) and (6) are automatically satisfied. 
Thus, if the liquid film thickness is given by Hit) = (Ci/C) 
ilCt + D)"^ and if the stretching velocity of the surface z = 
0 is given by rgit) = CiT (ICt + D)~\ then the flow of liquid 
film caused by the stretching surface admits a similarity so
lution described by the following a parameter Lie group of 
transformations 

^ = Cr 

P = Cz 

y = 2Ct + D 

A = C^+kit) (11) 

The case when kit) = 0 admits the following similarity so
lution 

dr dz dt d^ 
(12) 

Cr Cz 2Ct + D C P 

The first two equalities yield the similarity variables 

6 = r/ilCt + Dy'\ r] = zlilCt -I- Df^ (13) 

from which the stream function 'f'(r, z) is obtained as 

^ir, z) = rFie, TJ) (14) 

To construct a similarity solution, we take C\ = C = 
2b, C2 = V, D = v/b so that 

Hit) 
V̂  , 
- ^ V 1 - at, 

Vb 
git) = hli\- at) 

vaj 

(15) 

where h and a are constants with dimensions [time '] and v 
is the kinematic viscosity. The similarity variables are 

V̂  v̂  
v^vr̂  1? 

at v^vT^ 
(16) 

at 
A similarity solution can be constructed when F(e, rj) = vefirf) 
so that the stream function and the velocity components are 
given by 

^ir, z) = 
Vpbi 

VT 
br 

--f(v) 

(1 - at) 

-2\fvb 

at 

f'iv) 

VT 
--fiv) (17) 

at 

where a prime denotes the derivative with respect to T). It must 
be mentioned that the equation of continuity yields the expres
sions for C and D interms of a and b. The stretching is ac
celerated if a is positive and decelerated if a is negative it < 
I/a). The r-momentum equation of the unsteady Navier-Stokes 
equation reduces to 

S[f' + r)f"/2] + / ' 2 - 2ff" - / ' " = 0 (18) 

where S = a/b is a nondimensional parameter signifying the 
relative importance of unsteadiness to the stretching rate and 
it has been assumed that dp/dr = 0. The z-momentum equa
tion gives the pressure p(z ,0 as 

piz, t) = - ^ [Sy)f - 2f - 2 / ' ] + Qit) (19) 

1 - at 

The boundary conditions on the stretching boundary are 

/'(O) = 1 (20) 
/(O) = 0 (21) 

On the free surface z = Hit) or 17 = 5, where 5 defines the 
unknown thickness of the liquid film, we require that w = 
Hit) which gives 

/(S) = 55/4 (22) 

The tangential stress on the free surface is zero which yields 

f'iS) = 0 (23) 

The ambient pressure po balances the normal stress and Eq. 
(19) gives 

Qit) =Po-
pvb 

(1 - at) 

S'd^ 
2/'(S) 

The shear stress on the stretching sheet is given by 

T= fl 
du 

dz 

abVbv 

(z=0) (1 - at) 3/2 rf'iO) 

(24) 

(25) 

Thus, the problem of investigating the behavior of a liquid film 
on a stretching surface reduces to solving the differential Eq. 
(18) subject to the conditions (20)-(23) with the thickness 5 
as an unknown. 

Asymptotic Solution for Thin Film The tangential ve
locity u closely follows that of the stretching surface when the 
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film is thin so that/(T7) = 17. Let 17 = 5f, since 17 is small. 
Here f = 0(1) and the free surface is at ^ = 1. We take 

/(rj) = d^+ S'F^iO + S'F^iO + 0(8') (26) 

and 

S = So + S'5, + S % + 0(5") (27) 

Equation (22) gives 

5o = 4, F,(l) = 5,/4, F2(l) = 5j /4 (28) 

Substituting (26) and (27) in (18), (20)-(23), we obtain the 
successive equations 

F'!' = 5, F,(0) = 0, F,'(0) = 0, Fl'(l) = 0 (29) 

K ' = 5 , + 6F1, F2(0) = 0, F^(0) = 0, F^'(l) = 0 (30) 

The solutions are 

F, = (5/6)(|^ - 3e) 
f^ = (9^5 _ 4 5 ^ _ 4Q^3 ^ 3oo|2)/36 

Thus 

(31) 

(32) 

20 , 224 , 
— 6^ + 8^ + 0(8") 
3 9 

(33) 

Inversion gives 

V3 
5 = ^ ( 1 - 5/4) ' / ' [1 + (28/25)(l - 5/4) 

Vs 
+ 0(1 - S/4)'] (34) 

The third initial condition yields 

/"(O) = SFl'(O) + S'F'm + •••• 
50 , , 

= - 5 5 + — 6' + 0(5') (35) 
. . . , , - , > . „ „ o. u • r- •» J r,̂  X Fig-2 Thickness S and the initial value-f"(0) as a function Of S-dashed 

where 5 is given by (34). When 6 approaches mfmity and/(T)) ^^^g^ a,g approximations 
is bounded, Eq. (22) shows that S approaches zero. In that 
limit, the solution approaches Wang's (1984) steady solution 
for the axisymmetric flow due to a stretching flat surface. Un
fortunately, a closed form solution does not exist and hence, 
a perturbation solution cannot be found for the case of a thick 
film. 

Numerical Integration 

If 5 is not small, then numerical integration of Eqs. (18), 
(20)-(23) is necessary. Integration of the Eq. (18) from TJ = 
0 to T) = 6 gives 

1 + nll 
2 2 

+ 3 If" 
Jo 

dv - 2 / / ' 0 = /" 

Using the boundary conditions, Eq. (35) simplifies to 

/ " ( 0 ) = - 3 f"dri-~ 

(36) 

(37) 

which shows that the initial value/"(0) is negative. For a given 
5, we guess /"(O) and integrate Eqs. (18), (20)-(23) as an 
initial value problem by Runge-Kutta Gill method. The inte
gration continues until/" becomes zero and we check whether 
Eq. (22) is satisfied there. If not, the value of/"(0) is adjusted. 

Figure 2 shows the computed thickness 5 as a function of 
unsteady parameter S. The approximate solution given in (34) 
agrees well with numerical integration in the valid range. The 
solutions exist for 0 =s 5 < 4 for positive value of S. We 
observe that the faster the stretching rate S, the smaller the 
thickness 5. 

In Fig. 2, the initial value/"(O) is shown as a function of 
S. It is observed that/"(0) is -1.329 when 5 = 0. The shear 
stress on the stretching surface z = 0 can be obtained with the 
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f'(p) — 
0.9 1.0 

Fig. 3 Lateral velocities 

computed value of/"(O) using Eq. (25). The value of |/"(0)| 
attains a maximum of 1.54 near S = 1.8. 

Figure 3 shows the velocity profiles for values of S = 2.2, 
3.2, and 3.7. 
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Fig. 4 Decelerated stretching surface, S < 0 
Fig. 6 Deceierated contracting surface S < 0 initial value -f"{0) and 
thickness S as a function of S 
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Fig. 5 Lateral velocities for decelerated stretching 

The Stretching Decelerating Surface. This case corre
sponds to both a and S assuming negative values. Equation 
shows that/(S) must be negative. It follows from Eqs. (20) 
and (21) t h a t / ' is zero somewhere inside the film and thus 
there are both negative and positive velocities. The numerical 
results are plotted in Fig. 4. Of interest is the steady solution 
S = 0, /"(0) = -1 .298, 5 = 3.55. Figure 5 shows some of 
the velocity profiles for S = 0.0, - 1 . 0 , - 3 . 0 . 

The Contracting Decelerating Surface. The velocity u is 
negative for a contracting surface which leads to / ' (0 ) = - 1 
and for this case Eq. (18) has to be integrated subject to the 
conditions/'(O) = - 1 and (21)-(23). A similar asymptotic 

-1.9 -1.8 -1.7 

Fig. 7 Lateral velocities for decelerated contracting surface 

perturbation for thin film yields 

5 = - 4 
20 

which shows that S < -4. 
Therefore, 

The initial value is 

1/2 

1 + 
28 

25 

224 
8'* + 0(5*) 

S 
1 +-

4 

0 1 -H 

(38) 

50 
/"(O) = -5S - — 5' -I- 0(5)' 

(39) 

(40) 

The results of the numerical integration are presented in Fig. 
6 and Fig. 7. The thickness 5 attains a maximum value of 
0.358 when S = - 6 . 5 . The lateral velocity profiles are pre
sented for values of S = - 4 . 4 , - 5 . 5 and - 6 . 5 in Fig. 7. 

Conclusions 

A rare exact similarity solution of the unsteady axisymmet-
ric Navier-Stokes equations governing the motion of the liquid 
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Numerical Analysis of a Vortex 
Controlled Diffuser 
A numerical study of a prototypical vortex controlled diffuser is performed. The 
basic diffuser geometry consists of a step expansion in a pipe of area ratio 2.25:1. 
The incompressible Reynolds averaged Navier-Stokes equations, employing the RNG 
basedK-t turbulence model, aresolved. Results are presented for bleed rates ranging 
from 1 to 7 percent. Diffuser efficiencies in excess of 80 percent were obtained. 
These results are in good qualitative agreement with previous experimental work. 
The results do not confirm previous suggestions that the increases in effectiveness 
of the VCD over a step expansion result from an inhibition of flow separation due 
to the generation and downstream convection of extremely high levels of turbulence 
generated in the region of the bleed gap. The results do indicate that the effectiveness 
of the diffuser is a consequence of the turning of the flow toward the outer wall 
due to the influence of the low pressure vortex chamber. Calculations employing 
the RNG based turbulence model were able to capture the abrupt increase in diffuser 
effectiveness that has been shown experimentally to occur at low bleed rates. Cal
culations employing the standard K-e model were unable to predict this occurrence. 

Introduction 
The central idea behind the vortex controlled diffuser (VCD) 

is that highly efficient diffusion may be achieved by bleeding 
off fluid through a small gap located at a region of rapid 
expansion. This concept appears to have been first introduced 
by Heskestad (1965). In that work, edge suction was applied 
through a slot situated at the edge of a convex corner. It was 
found that the flow turned the corner in a manner that sig
nificantly decreased the extent of the recirculation region. Hes
kestad (1968) later experimented with edge suction at the step 
expansion of a circular pipe, evaluating the effectiveness of 
the configuration as a short diffuser. That study employed a 
uniform inlet profile with a thin boundary layer. Heskestad 
(1970) also considered the effectiveness of edge suction in pro
ducing a short diffuser when the inlet profiles were fully de
veloped. High static pressure recoveries were produced in both 
cases. 

The desirabiUty of a short diffuser between the compressor 
and combustor in gas turbine applications provided the in
centive for further development of the VCD concept. Adkins 
(1975) obtained data for a series of research diffusers with 
area ratios ranging from 1.9:1 to 3.2:1. He found that for 
moderate bleed rates, efficiencies in excess of 80 percent could 
be achieved with diffuser lengths 1/3 that required with con
ventional conical diffusers. A hybrid diffuser (a combination 
VCD and conventional diffuser) was later studied by Adkins 
et al. (1981). Results showed that bleed rates were reduced 
from those required for the previously studied step VCD con
figurations. Most recently, Sullerey et al. (1992) have inves-
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Editor: O. Baysal. 

tigated the effect of inlet flow distortion on a VCD. Results 
revealed that as inlet distortions were increased, so too were 
the levels of bleed required to maintain diffuser efficiency. 

It appears that the only previous numerical work concerning 
the VCD was performed by Busnaina and Lilley (1982). In 
that work, the incompressible Navier-Stokes equations were 
solved for the flow in a two-dimensional VCD geometry. Al
though the effects of turbulence were not modeled, and the 
grid employed was quite coarse, the general trends followed 
those observed experimentally. 

The mechanism by which the VCD operates is still unclear. 
One explanation is that a region of high shear is produced at 
the bleed gap, resulting in a layer of intense turbulence that 
is convected downstream, inhibiting flow separation along the 
outer wall (Adkins, 1975). Others have suggested that the pri
mary result of suction is to simply deflect or turn the mean 
flow around the sharp corner, tlius diminishing the length of 
the recirculation zone (c.f. Heskestad, 1970). 

In the present work the performance of a prototypical VCD 
is investigated numerically. The incompressible, axisymmetric 
Reynolds averaged Navier-Stokes equations are solved for the 
flow through a pipe containing a step expansion of area ratio 
2.25:1. The vortex chamber and bleed gap height-to-length 
ratio are representative of those employed in previous exper
imental works. The effect of turbulence was modeled using 
the renormalization group (RNG) based K-e model (Yakhot 
et al., 1992). (For a complete discussion of turbulence models 
applied to internal flows see Nallasamy (1987)). Calculations 
were performed to bleed rates ranging from 1 to 7 percent. 
For comparative purposes, results for a step expansion without 
bleed are also presented. Details of the flow structure are 
presented and studied using contour plots of velocity, pressure 
and turbulence kinetic energy. One goal of this work is to shed 
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additional light onto the physical mechanisms responsible for 
efficiencies achieved by the VCD. An additional purpose of 
this work is to document the improved performance of the 
RNG based K-t model over the standard K-e model in pre
dicting complex recirculating flows of this type. •A/-

Numerical Approach 
The incompressible Reynolds-averaged Navier-Stokes equa

tions are appropriate to describe the motion within a proto
typical axisymmetric VCD configuration. Although the 
governing equations are solved in cylindrical polar coordinate 
form, for purposes of brevity they are presented below in 
cartesian tensor form. The continuity and momentum equa
tions are given as: 

dx. = 0 (1) 

dui dUi 

dt ^ dXj 

1 dp a 

P dXi p 
vV 

dXj 
(2) 

respectively, where «,- is the mean velocity, p is the density, ;* 
is the viscosity, p is the mean pressure and Tij^u'iu'j are the 
Reynolds stresses. 

When the standard or RNG based K-e models are em
ployed, the Boussinesq hypothesis provides an expression for 
the Reynolds stresses in terms of the gradients of the mean 
flow as: 

-~bijK + lv,Sij (3) 

where v, is the turbulent viscosity, K is the turbulent kinetic 
energy and Sy is the strain rate. 

The RNG based models have been shown to produce results 
superior to the standard K-e model for separated flows and 
flows with high streamline curvature and strain rate (Yakhot 
et al., 1992). The RNG model is similar in form to the standard 
K-e model except for the addition of a rapid strain term in 
the dissipation equation. The transport equations for K and 
e, respectively, are given as: 

De 
Dt' 

DK_ d 
Dt " dXi 

d /f, de 

'dxj \a,dxj^ 

Ok 9XiJ 

cjj^- R 

where 

-_^yazVWe^ 
R 

(4) 

(5) 

(6) 
l+^r;' K 

In addition, v,= C^K^/e, •r, = SK/e and S = (2S,;/5'y)'''̂  For the 
standard /^- e model, /? = 0. An additional feature of the RNG 
model is that no empirical constants appear in the equations. 
Theoretical analysis yields^ = 0.084, Ce. = 1.42, C,2=1.68, 
(T;t = ffe = 0.72, |S = 0.012 and rjo = 4.38 (c.f. Yakhot et al., 1992). 

The governing equations were solved using the commerical 
code FLUENT (Fluent Inc., Hanover, HN). FLUENT employs 
a pressure-based control volume technique. Third-order 
QUICK interpolation is used to provide values of the variables 
on cell faces (Leonard, 1979). Pressure-velocity coupling is 
implemented using the SIMPLE algorithm (Patankar, 1980). 
Convergence of the solution was assumed when the sum of 
the normalized residuals for each conservation equations was 
decreased to 10"'. Residuals were further decreased to 
5.0 X lO""*, and no significant changes in the solutions resulted. 
(The residual for a given equations consists of the summation 
of the unbalance in the equation for each cell in the domain.) 
Since the above solution techniques are well known and widely 
discussed in the literature, they will not be elaborated upon 
here. 

Fig. 1 Vortex controlled diffuser geometry 

Geometry and Boundary Conditions 
A prototypical axisymmetric VCD of expansion area ratio 

2.25:1 is considered (see Fig. 1). The diffuser geometry is 
typical of that employed in dump combustors. The essence of 
the diffuser is the suction slot at the expansion corner. Small 
quantities of fluid (typically 5 percent of the mass flow) are 
bled off through the suction slot into a vortex chamber. Fluid 
exits the chamber through a channel (as shown in Fig. 1). In 
the present study, the axial extent of the slot (L) is taken as 
0.1 units, and the radial depth (D), 0.05 units providing a fence 
subtend angle (atan (D/L)) of 26.6 deg. Thus, the slot length-
to-depth ratio is 2.0, typical of those employed in experimental 
works appearing in the literature. The radius of the diffuser 
upstream of the step is 1 unit; downstream, 1.5 units. The 
total length of the VCD configuration is 25 units, with the gap 
beginning 2.4 units downstream from the inflow plane. A 
length of 25 was chosen so that outflow boundary conditions 
could be specified with reasonable accuracy. Two different 
grid densities were employed—one consisting of 85 cells in the 
axial direction and 45 cells in the radial direction, and another 
with double the number of cells in each coordinate direction. 
As will be shown in the Results section, the 85x45 grid is 
deemed sufficient. For each grid, cells were clustered toward 
the vortex fence (the aft wall of the vortex chamber) and the 
lateral diffuser walls. 

For all cases, a uniform inflow axial velocity profile was 
specified. Previous experimental studies (Heskestad, 1968, 
1970) reveal that thin inlet boundary layers result in higher 
pressure recoveries than fully developed turbulent profiles, and 
thus it is expected that pressure recoveries in the present study 
would be somewhat decreased if fully developed turbulent inlet 
profiles were used. The Reynolds number, based on inflow 
pipe diameter and velocity is 200,000. This is representative 
of Reynolds numbers employed in most experimental inves
tigations, which range from 100,000 to 840,000 (c.f. Adkins, 
1975 and Adkins et al., 1981). The inlet turbulence intensity 
was set to 10 percent (a reasonable value for dump combustor 
geometries). Given the turbulence intensity, the turbulence ki
netic energy and dissipation rates are calculated from: 

K=3/2(u')^ 

3/2 

(7) 

(8) 

where / is a turbulence length scale given as 0.077?, (R is the 
inlet pipe radius). At the outlet, fully developed flow conditions 
are assumed; that is, streamwise gradients of the flow prop
erties are set to zero. 

Results 
Results have been obtained for the VCD with bleed rates 

ranging from 1 to 7 percent, and for a step expansion (without 
the vortex chamber). However, before delving into a descrip
tion of the flow-field, it is first desirable to provide some means 
of quantifying improvements in diffuser effectiveness as a 
function of bleed rate. Toward this end, a one dimensional 
correction may be applied to the usual definition of diffuser 
effectiveness, which results in the expression (Adkins, 1975): 
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1.00 

Fig. 2 DIfluser effectiveness as a function of tlie downstream distance 
from the vortex fence 

j j = -
Pi-P\ 

1/2 pv\ i-m 
(9) 

where B is the bleed rate, AR is the area ratio and a is a kinetic 
energy coefficient. For the case of uniform inflow profiles, a 
equals unity. (For fully developed turbulent flows in circular 
pipes, a s 1.05.) In Fig. 2, diffuser effectiveness as determined 
by the numerical calculations is plotted as a function of distance 
downstream from the step expansion. The pressure pi in Eq. 
(9) is taken as the value at the wall downstream from the inflow 
boundary, and P2 is taken along the wall downstream of the 
expansion. In the case of the step expansion, the maximum 
effectiveness reaches approximately 50 percent, and is not 
achieved until 20 step heights (H) downstream from the ex
pansion. Maximum effectiveness increases to 83, 86, and 90 
percent, for VCD bleed rates of 3, 5, and 7 percent, respec
tively. In addition, the distance required for maximum dif
fusion to take place decreases from approximately 20 H for 
the step expansion to 3 H for 7 percent bleed. For the 3, 5, 
and 7 percent bleed rates, losses to friction cause the effec
tiveness of the diffuser to diminish slowly beyond about 10 
H. These results are in good qualitative agreement with ex
perimental results for both tubular and annular VCD's pre
sented by Adkins (1975). There, it was revealed that maximum 
pressure recoveries in excess of 80 percent could be obtained 
with bleed rates of 3 percent. In addition, recovery lengths 
were reduced by a factor of two compared to conventional 
conical diffusers. 

Adkins (1975) indicates that at low bleed rates, diffuser 
effectiveness increases slowly with increases in bleed rate. Then, 
at some critical rate, diffuser effectiveness increases rapidly 
with slight additional increases in bleed. Thereafter, increases 
in effectiveness with increases in bleed rate become minimal. 
Adkins suggests that this critical bleed rate corresponds to the 
point at which fluid enters the slot from the freestream only, 
as opposed to entering over the vortex fence, The calculations 
performed using the RNG based K—e model have captured 
these features. That is, an abrupt increase in diffuser effec
tiveness was realized as the bleed rate increased from 1 to 3 
percent. In addition, at 1 percent bleed rate, the numerical 
results show that the fluid enters the vortex chamber from the 
lee of the fence; however at rates of 3 percent and greater fluid 
enters only from the freestream. This will be further discussed 
when contours of axial velocity and turbulence kinetic energy 
are presented. It is noted that when the standard K-t model 
was employed, a considerable increase in effectiveness at 1 
percent bleed was found, and no sudden jump between 1 per
cent bleed and 3 percent bleed occurred. However, at higher 
bleed rates the standard K-e and RNG results were quite 

similar. (For purposes of brevity, the standard K—t based 
results are not shown). Thus, at low bleed rates, the RNG 
based model appears to better model the physics of the flow 
than the standard K—t model. This improvement was achieved 
at the expense of an approximate 20 percent increase in cpu 
time. It is also noted that for the 5 percent bleed case, results 
were also computed using an inlet turbulence intensity of 2.5 
percent. In terms of diffuser effectiveness, the results were 
within 1 percent of those presented above. 

One benefit of numerical solutions is that detailed flow pat
terns are obtained which may be valuable in determining the 
physical mechanisms responsible for the high efficiency of the 
VCD. In the remainder of this section contour plots for the 1 
and 5 percent bleed rates are examined with an emphasis on 
revealing information concerning the physical processes in
volved. 

Contours of constant axial velocity for the VCD with 5 
percent bleed for both the fine (170 x 90) and coarse (85 x 45) 
grids are shown in Figs. 3(a,Z7) respectively (dimensionless with 
respect to the inflow velocity). For the purposes of the present 
study, the two solutions are deemed sufficiently close, and thus 
the 85 X 45 grid was considered sufficient for the step expansion 
and the VCD 1,3, and 7 percent bleed rate calculations. Thus, 
the contour plots for the 5 percent bleed VCD are from cal
culations computed using the 170 x 90 grid; results for all other 
figures were computed on the 85 x45 grid. 

The effect of bleed in reducing the extent of the recirculation 
region is clearly revealed in Fig. 3(a) decreasing from approx
imately 8.5H for the step expansion (not shown) to approxi
mately 2.5H for the 5 percent bleed case. (Note that the results 
for the step expansion, both experimentally (8.5H-9H) and 
numerically with several different turbulence models, are well 
known, c.f. Nallasamy (1987).) A stable vortical structure 
within the vortex chamber is also indicated. However, most 
important is the rapid directional change and acceleration of 
the fluid toward the bleed slot. Of course for the step expan
sion, a clean separation from the corner without rapid direc
tional change is obtained. In Figs. 3(c,c0 contours of constant 
axial velocity in the immediate region of the bleed gap are 
shown for 5 and 1 percent bleed rates, respectively. From Fig. 
3(c) it is quite clear that for 5 percent bleed, fluid enters the 
slot only from the freestream (no negative contours in the slot 
region). However, for the 1 percent bleed case, negative con
tour values in the region of the slot indicate that fluid enters 
from the lee side of the fence. Fluid entering from the lee side 
has the effect of decreasing the effective fence subtend angle 
and hence significantly increases the length of the recirculation 
zone. In agreement with Adkins (1975) observations, this result 
suggests that in order to achieve high VCD effectiveness, the 
fluid should not enter the vortex chamber from the lee side. 
Perhaps then, a short fence perpendicular to the lee fence could 
accomplish this task and minimized the bleed requirements. 

Figure 3(c) also reveals an acceleration of the fluid in the 
near wall region just upstream of the expansion due to the 
presence of the low pressure vortex chamber. This is followed 
by a region in which a rapid decrease in the axial velocity of 
the fluid occurs as it passes over the gap and, due to the 
expansion, encounters a strong adverse pressure gradient. The 
net result is the creation of regions of high localized normal 
and shear stresses (above that which would be present in the 
absence of the bleed slot). For the 1 percent bleed case, the 
region of strong normal stresses is absent. 

Contours of constant pressure (normalized with respect to 
the dynamic pressure at the inlet boundary) area shown in Fig. 
4 for the 5 percent bleed rate configuration. The pressure 
variations presented are with respect to a reference pressure 
located adjacent to the duct inlet. The figure reveals that away 
from the wall, a significant adverse pressure gradient has begun 
to form upstream of the suction slot. This is due, of course, 
to continuity requirements. A local minimum in the pressure 
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Fig. 3(a) VCD with 5 percent bleed, 170 x go grid (contours from 
to 1.2 in Intervals of 0,1) 

• 0.8 Fig. 4 Contours of constant pressure for the VCD with 5 percent bleed 
(contours from -1 .9 to 0.8 in intervals of 0.1, negative values in grey) 

Fig. 3(6) VCD with S percent bleed, 85 x 45 grid (contours from - 0.8 
to 1.2 in intervals of 0.1) Fig. 5 Contours of turbulence kinetic energy for the VCD with 5 percent 

bleed (contours from 0.0025 to 0.045 in intervals of 0.0025) 

Fig. 3(c) VCD with 5 percent bleed, in the region of the vortex chamber 
(contours from -0 .8 to 1.2 in intervals of 0.1) 

Fig. 3(cf̂  VCD with 1 percen bleed, in the region of the vortex chamber 
(contours from -0 .8 to 1.0 In intervals of 0.1) 

Fig. 3 Contours of constant axial velocity (negative values in grey) 

also occurs at the slot entrance, and thus serves to deflect the 
oncoming fluid around the slot toward the outer wall. The 
figure also illustrates the rapid completion of the diffusion 
process, essentially complete at a distance of only a few step 
heights downstream of the fence. 

Contours of turbulence kinetic energy are shown in Fig. 5 
for the 5 percent bleed rate. As previously mentioned, the 
region near the slot is one of high shear, and is thus responsible 
for the generation of considerable turbulence kinetic energy. 
However, these increased levels are quite localized, and rather 
than being convected downstream, much of this turbulence 
kinetic energy is convected into the vortex chamber. An ad
ditional local maximum appears further downstream, near the 
central to aft portion of the recirculation region. The maximum 
levels at this point are below those at the bleed slot. However, 
the general distribution of turbulence kinetic energy down
stream of the fence is quite similar to that of the step expansion 
(not shown). Hence, it appears that the increased levels of 
turbulence generated at the slot are not critical toward achiev
ing the high efficiencies of the VCD. 

Conclusions 
The numerical results shed light on the mechanism by which 

VCD operates. The results do not appear to support the hy
pothesis proposed by Adkins (1975)—that the increased tur
bulence generated at the suction slot inhibits flow separation 
along the wall downstream of the fence. That high levels of 
turbulence are formed near the suction slot is borne out in the 
present study. However, much of this energy is convected into 
the vortex chamber, and thus levels of turbulence downstream 
are similar to those for the step expansion. The numerical 
results do support the proposal put forth by Heskestad (1970)— 
that the primary contributions of the suction slot and low 
pressure vortex chamber are to simply deflect the fluid toward 
the outer wall, effectively decreasing the extent of the recir
culation zone. The results are also consistent with the sugges
tion by Adkins (1975) that for maximum diffuser efficiencies, 
the fluid should not enter the vortex chamber from the lee side 
of the fence. Also born out in this study was the superiority 
of the RNG based K-e model over the standard K-e model 
for predicting complex recirculating flows of this type. 
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Unsteady 2-D Compressible 
Flow in Unbounded Domain 
An unsteady isentropic flow model is presented to calculate the two-dimensional flow 
field in an arbitrarily closed region or in an open fluid domain. In the open domain, 
a unique boundary condition is implemented to simulate the infinite character of the 
open space. The characteristics-like method presented herein is shown to be robust 
over the entire subsonic flow range and, with the implementation of the infinite 
boundary, provides numerical results in agreement with analytic solutions and ex
perimental data. 

Introduction 

An isentropic model has been developed for the simulation 
of unsteady plane, two-dimensional nonviscous compressible 
gas flow involving Mach numbers up to about one. During the 
process of unsteady subsonic compressible flow at high Mach 
number the variation of pressure and gas density may be large. 
If the duration of the process is short, enthalpy may be taken 
as constant (Shapiro, 1954). A detailed comparison of various 
isentropic models has been given by Sullivan (1981). For the 
sake of simplicity and accuracy for gaseous flow, the present 
model assumes the closed-form poly tropic process. 

The method of characteristics is widely used in unsteady 
flow computations (Shin and Valentin, 1978). This paper uti
lizes the characteristics-like method (Henke and Wylie, 1982; 
Wylie and Streeter, 1993), as it is simple, efficient, and nu
merically accurate. A staggered grid, which avoids singulari
ties at comers in the physical domain, is used in implementing 
the numerical process. 

When the receiving domain is open a large computational 
domain, with large core storage and excessive computational 
time, may be necessary. To avoid this situation an appropriate 
boundary condition was sought which could make the com
putational domain appear as it were infinite. A simple but ef
fective boundary treatment, named the "infinite boundary," is 
proposed and used to represent the response from the region 
beyond the boundary. 

Basic Equations and Numerical Integration 
Two-dimensional, unsteady, nonviscous, compressible gas 

flow is governed by the following set of nonlinear equations: 

dp dp dp ..du . dv 
La = U— +v-^ + -^ + pc^—-^ pc^— = 0 (1) 

dx fly dt dx 3y 

dp du du du 
L| = -^ + pM — + pv — + p — = 0 (2) 

dx dx dy dt 

dp dv dv dv 

dy dx dy dt 
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In these equations, p, u, and v are pressure and velocity com
ponents in the x- and y-directions, respectively; t = time; p = 
the density of the fluid; and c = acoustic velocity. Equation 
(1) represents the conservation of mass condition including the 
sound speed definition dp = c^dp. Equations (2) and (3) are 
the momentum equations in x- and y-directions. An additional 
equation, which merely states an identity, completes the set of 
equations for the treatment herein. 

L,= 
du dv 

+ — • 
fly dx 

du dv\ 
— + - ) = 0 
dy dx/ 

(4) 

This identity statement is necessary as a fourth equation to 
permit the transformation that follows (Henke and Wylie, 1982, 
Wylie and Streeter, 1993). Without Eq. (4) the transformation 
of Eqs. (1) to (3) leads to the standard method of character
istics. 

A combination of these four equations (Wang and Wylie, 
1993), using linear multipliers Ai, Aj, and A3, is carried out in 
the following manner: LQ -H AJL, + A2Z-2 + A3L3 = 0, which 
leads to a set of ordinary equations. By defining 

1 [du dv 

dx 
(5) 

and taking into account the variation of density through the 
isentropic relation 

P_ 
= C„ (6) 

in which K is the specific heat ratio, and C^ is a constant, the 
sets of equations, ready for numerical integration, are ob
tained. 

dx dy 
— = u + c — = v-l-c 
dt dt 

C^^p^.^W2^± + du dv 
— + 2qc = 0 

dt dt dt 

(7a) 

(7b) 

A new constant has been substituted, C„| = \/C'J''/K. Equa
tions (7a) define the path of line AP in x-y-t space shown in 
Fig. 1. Eq. (lb) is valid along this path. Three other equation 
pairs define specific lines in the x-y-t space, and a correspond-
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Fig. 1 Path lines in x-y-t space, interior point and infinite left boundary 

ing equation is valid along each line. At point P, four equa
tions are valid, providing the opportunity to solve for the four 
primary variables p, u, v, and q in the problem, which are 
assumed to be known initially in the x-y plane, in particular 
at grid intersection points. The lines of integration along the 
path lines shown in Fig. 1 are distinct and unique, unlike the 
characteristics lines in the more traditional two-dimensional 
method of characteristics. The compatibility conditions, Eq. 
(7b) and its counterparts, must be applied only along these 
lines to assure stability of the method. There have been no 
mathematical approximations, beyond those that already exist 
in Eqs. ( l)-(4) and (6), in the transformation. 

The stability condition for implementing the method is the 
same as the method of characteristics, i.e.. 

At^: 
Ax 

\u\ + c 
At:< 

\v\ + c 
(8) 

In Fig. 1, points A, B, C, and D should remain as close as 
possible to points A', B', C, and D', respectively, during the 
computation to reduce numerical damping due to interpola
tions. The time-step size may be adjusted during the transient 
to accomplish this, i.e., to satisfy the equality in Eq. (8) for 
the maximum current values of \u\ -I- c or |v| + c. In the lim
iting case of low Mach number flows with constant wave prop
agation velocity, the equations may be linearized, which leads 
to 

Ax Ay 

c c 
(9) 

Under these conditions, there is no interpolation and the nu
merical solution is precise, as long as the parameter q remains 
small during the transient (Wylie and Streeter, 1993). 

With a square computational grid Ax = Ay, and selected 

Left Upper 

Fig. 2 Boundary points at left and upper edges 

time step. At, integration of the compatibility equations along 
the path lines leads to the following set of equations 

Ca2Pp~^'^'' + Up + Vp- qpcAt = e\ (10) 

CalPf-"^'^" + Up - Vp + qpCAt =62 (11) 

Cajpf"^" ' up-vp~ qpcAt = ^3 (12) 

CalPV^''^ -Up\Vp\ qpCAt = ^4 (13) 

in which C„2 = Ca\lK/{K - 1). The wave speed in the last 
term is assumed constant during the integration. An average 
local pressure from the previous time step, points A', B', C, 
and D', is used in calculating the wave speed c. The terms on 
the right side, Ci to 64, are evaluated based on the known tran
sient conditions at the previous time step. To evaluate Cx to e^, 
conditions at each point of A, B, C, and D are determined by 
a bi-interpolation method based on the known values at points 
A', B', C, and D', Fig. 1. With a square mesh, a common 
time step must be utilized throughout the computational do
main, and the time step-distance interval required by the four 
equation pairs, like Eqs. (7a), must be met. However, the size 
of the time step can vary as the velocity and wave speed change 
to keep A, B, C, and D near the comer nodes, at least in some 
portion of the domain. 

The simultaneous solution of Eqs. (10)-(13) provides vari
ables PP. Up, Vp, and qp at each interior point. 

PP = [(e, + e2 + e, + e,)/i4C,2)f"'''-' (14) 

Up = (e, + 62- e^- ed/4 (15) 

Vp = (fii - 62 - ^3 + 64)74 (16) 

qp = i-et + 62-63 + ed/(4cAt) (17) 

In order to save computer time and to avoid specification of 
conditions at singular points, the staggered grid. Fig. 1, is used 
in the model to discretize the computational domain. When a 
general domain is covered by a square mesh with / rows, j 
columns and ij grid intersection points (nodes), computations 
are made only at 50 percent or less of the nodes, Fig. 1(a), 
with about 25 percent of the nodes used at each time step. Fig. 
1(b). That is, computations are made at the same node only 
at every other time step (i.e., at every two At). This staggered 
grid is fundamental to the satisfactory use of the model in a 
flow domain of any general shape. It provides considerable 
flexibility, and it enables the selection of a grid size that places 
singular points in the computational domain at non-computa
tional nodes, thus simplifying the specification of boundary 
conditions. Square grids only have been utilized in the ex
amples presented herein. A nonuniform grid could be used, 
with a dense grid in the active transient domain and a sparse 
grid away from the active region. However, in regions where 
high frequency transients exist it is highly recommended to 
utilize a square grid with the maximum At, while still satis
fying Eqs. (8). 

At each boundary, only two of equations in Eqs. (10) to (13) 
apply. Fig. 2. Thus, two boundary relations have to be spec
ified to solve for the four variables. In addition, a vorticity 
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Fig. 3 Damping and phase factor versus number of nodes 

statement is needed: 

The variable q = (Uy 

du 
— 
dy 

dv 

dx 
= 0 

v^)/2 becomes 

<y 
du 

dy 

dv 

dx 

(18) 

(19) 

In calculation of ei io e^, p, u, v, and q at two points among 
A, B, C, and D are extrapolated from adjacent square grids. 
A non-flow boundary condition is given as an example. This 
condition would be used to represent an impermeable condi
tion, or to represent grid points along a line of symmetry in 
the physical domain. The additional boundary conditions, along 
with the appropriate pair from Eqs. (10) to (13), are 

Up = 0 , 

v„ = 0, 
9. = 0, right and left; 

lower and upper. 
(20) 

Error Study 

A formal analysis of damping and phase error of this model 
was performed with the von Neumann method. In the analysis, 
the density and convective velocity are assumed constants, as 
commonly done, to avoid mathematical difficulty. Analytical 
results show that this model has damping and leading or lag
ging phase error when the Courant number, which is defined 
as (M + c)At/Ax, is less than one and the Mach number, which 
is defined as (VM^ + v^)/c, is apart from zero. There is no 
damping or phase error when the Courant number equals one 
and the Mach number equals zero. The typical behavior of the 
dependency of the damping factor and the phase factor on the 
Mach number, Courant number, and the number of grid points 
per wave length, are shown in Fig. 3. The damping factor is 
defined as the modulus of the eigenvalue of the amplification 
matrix of the scheme, and the phase factor is defined as the 
ratio of numerical phase speed and true phase speed. Quan-
titively, the damping factor varies from 0.9767 to 1.0, and the 
phase factor varies from 1.0017 to 1.0 when the Courant num
ber is in the range of 0.3 to 1.0, and the number of grid points 
per wave length equals 20. The results show that the damping 
and phase errors of the present model are quite small when 
the number of grid points per wave length is larger than 20. 

Infinite Boundary Condition 

An infinite boundary, located at an intermediate position in 
an open system, would provide, ideally, the same response to 
a transient event in the active domain as the open system would 
provide. Such a numerical boundary is possible, without dif
ficulty, for inviscid, low Mach number (linearized) unsteady 

one-dimensional flow by use of a characteristic impedance ter
mination with the traditional method of characteristics (Wylie 
and Streeter, 1993). This is a nonreflective boundary with 
complete energy transmission, and is numerically precise. Ex
amples of the implementation of successful infinite terminal 
conditions also exist (Poinsot and Lele, 1992; Ramahi et al., 
1991; Rudy and Strikwerda, 1980; and Thompson, 1987) for 
nonlinear multi-dimensional unsteady flows, although the pro
cedures are less obvious. The nonlinearity, which is likely to 
cause partial reflection of the wave energy back to the source, 
may be the result of viscosity, frequency-dependent material 
properties, large variations in Mach number, etc. 

Since the infinite boundary condition must account for re
flections generated by the nonlinear distributed properties of 
the infinite space, and for attenuation due to the geometric 
properties of the multi-dimensional field, it is likely to be an 
approximation at best. The goal is a boundary that will permit 
wave energy from the source to transmit through the boundary, 
while reflecting only that portion of the energy returned nat
urally by the distributed parameters of infinite space. There is 
unlikely to be a unique solution to handle all of the possible 
conditions. This study addresses only the geometric response, 
and the special sub-set of nonlinearity caused by the inclusion 
of the transport terms in the two-dimensional compressible flow 
equations. 

Experience to date has led to the use of two different types 
of infinite boundary conditions. Type A is an Interpolation and 
Projection procedure, with two implementation methods A-1 
and A-2, and Type B is an Extended Exterior Characteristics-
Like Line. Each possesses attributes that are attractive in a 
particular application. 

Type A, Interpolation and Projection. Visualizing the 
physical nature of characteristics, a characteristic line in math
ematical space represents, conceptually, a locus in a physical 
system along which disturbances travel without losing their 
properties. Therefore, the values of p , «, v, and ^ at a node, 
which are the properties of a disturbance, can be considered 
coming from the position where the disturbance was situated 
at an earlier time through a corresponding characteristic. Based 
on this concept, considering a left boundary node M at time 
level n + 1, Fig. 1, two imaginary nodes P', P" may be set 
up outside the boundary. They are one Ax away from the ac
tual boundary of the computational domain and at time level 
n. Two different methods may be implemented to project vari
ables p, u, V, and q from inside the domain to outside the 
infinite boundary, i.e., to points P' and P". The first (A-1) 
projects the information along appropriate characteristics-like 
lines, such as C~~ and C~^ in Fig. 1. The second (A-2) proj
ects directly along either the x- or y-coordinate axis, as ap
propriate. For the left boundary, the projection would be along 
the X-axis. Details of the procedure are described in Wang and 
Wylie (1993). 

Procedures A-1 and A-2 both require interpolations at time 
level n — 2. Procedure A-1 averages the values interpolated 
from the surface variables at time level n — 2. Procedure A-
2 assumes the values along the x-axis to be a suitable average, 
interpolates along this axis, then projects to time level n. 

Computational results show that this infinite boundary pro
cedure is most effective when the disturbance, internal to the 
domain, creates a flow pattern in which the velocity and pres
sure waves are moving directly out of or into the domain; that 
is, for a disturbance propagating normal to the boundary. At 
the extreme opposite end of the scale for flow direction, is one 
in which the incident wave is parallel to the infinite boundary. 
For this extreme situation, procedure A-2 outperforms proce
dure A-1 significantly. The reason for this is that procedure 
A-1 averages the projected values at time level n. When the 
wave parallels the infinite boundary, one projected value is 
reliable, and one is not. If the projected value is inaccurate 
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then the calculated value at the infinite boundary is as well. 
Procedure A-2 does not suffer this malady and, thus, produces 
better results. This is illustrated in the second example, which 
follows. 

One negative aspect in the use of the Type A procedure is 
that there may be a tendency for the pressure to gradually drift 
in one direction or the other, since there is no direct relation
ship to the reference pressure level in the unbounded domain. 
The Extended Exterior Characteristic-Like Line, which fol
lows, avoids this problem. 

Type B, Extended Exterior Characteristic-Like 
Line. This procedure is best suited in a region of small change, 
low velocity gradients, and minimal vorticity. It can be used 
at relatively high Mach number as long as the gradients are 
low. To visualize this treatment it is necessary to refer to the 
ordinary differential equations, prior to integration to place them 
in finite difference form. The concept is one of extending the 
characteristics-like lines, that exist outside the computational 
domain (i.e., those beyond the infinite boundary), back in time 
to the initial undisturbed conditions. The characteristics-like 
lines inside the domain are treated in the standard manner. 

As an example, for the left infinite boundary plane shown 
in Fig. 1, the C*^ and C*~ characteristics-like lines, initiating 
at point M would not terminate in the xy-p\anc at time n, but 
would extend back in time as far as is necessary to reach un
disturbed conditions in infinite space. To illustrate. Fig. 4 shows 
a view in the plane of the C "̂̂  characteristics-like line {MNA, 
Fig. 1). Line A'M is defined by Eq. (7a) along which Eq. (lb) 
is valid. Equation {lb) is integrated from point A' to M, rather 
than A to M. The first three terms are integrated exactly, re
gardless of the length of the line. The final term containing q 
requires an approximation in the integration. If the value of q 
is not large, and if it is not changing rapidly along the infinite 
boundary, the following integration of Eq. {lb) is recom
mended: 

Ca2{pl 
-\/2K 

PA' 
- I / 2K 

) + MM - UA- + VM - VA-

- 2c{q'A + 9M)/2(rM - t/,.) = 0 (21) 

In the last term, q^' = 0, since A' is always located in initial 
conditions, t^ = T, and t^' = T/2. Thus, the last term becomes 
cqMT/2, in which T is the total computational time, beginning 
at the initiation of the transient. The trapezoidal rule has been 
used. It is recognized that this approximation is poor if q varies 
dramatically, or if q is large, at the infinite boundary during 
the transient. The same type of integration is used along the 
C"*"" characteristics-like line for the left infinite boundary. The 
other two lines, which extended into the computational do
main, are treated like any other lines in the domain, and the 

^ 0 oTo o o o o 0 o cTo o 0 o 0 o o o 0 o i t 

•jS;;; Infinite boundary ;$;;;$;$;$;$;$;S» 

4 x = Ay = 0.221m 

Fig. 5 Tlie mesti for 45 deg sector 

compatibiUty equations are integrated over the current time step 
At. 

Applications 
The two-dimensional model and the two types of proposed 

infinite boundary treatments have been validated by compar
isons with analytical, and experimental examples, plus one ex
ample from the literature that is only intuitive. 

Line Source Disturbance. The transient pressure and ve
locities that develop in a continuum as a result of a line source 
can be calculated analytically (Lamb, 1945). The theory as
sumes compressible potential flow with low Mach numbers. 
The strength of the source at the origin is described as a func
tion of time by the equation. 

f{t) = -j-—^ 
t + r 

(22) 

in which T is a constant. The dimensionless velocity as a func
tion of time, t, and distance, r, is given by: 

1 /CCOSTJN 1 

4Vn 2rT 

+ 

• c o s i/> 
r 
CT 

cV + {ct - r)-
(sin i// - cos i/r tan 17) (23) 

in which 17 is defined in the equation ; = r/t + r tan TJ; i/» = 
T7-/4 - 17/2; Vo is an arbitrary velocity used in nondimension-
alizing the problem, v = V/Vo- Eq. (23) is valid if r > CT and 
t < 2r/c. The mesh for modeling a 45 deg sector of the two-
dimensional space is shown in Fig. 5. Two domains are used 
in two separate computations, the large domain shown by the 
grid in Fig. 5, and the smaller domain on the left side, bounded 
on the right and the top by the dashed line where the infinite 
boundary was placed. Infinite boundary Type A-1 is chosen 
here since the disturbance is propagating radially. The two ra
dial lines are represented by the no-flow (impermeable) con
dition since they represent lines of symmetry, and the inner 
boundary is the excitation source, which is a specified velocity 
history. The mesh size is 0.221 m, T = 0.01, c = 342.0 m/s , 
VQ= 1.0 m/s . The total computational time is chosen as 0.045 
s, long enough so the velocity pulse can pass completely through 
node A. Figure 6(a) shows a graph of velocity versus time at 
node A. Figure 6{b) shows a graph of velocity versus distance 
along a line parallel to the x-axis through point A at f = 0.0391 
s. In both graphs the solid and dashed lines show agreement 
between analytical and numerical results to be excellent. The 
Courant number in this example varies from 0.985 to 1.0. With 
the mesh size of 0.221 m the damping factor varies from 0.9996 
to 1.0, and the phase factor varies from 0.9981 to 1.0, so it 
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Fig. 7 The schematized computational domain for corner diffraction 
problems 

should be anticipated that the numerical results show excellent 
agreement with the analytics. The circles on the graphs show 
the response when the infinite boundary is used, and they show 
that the infinite boundary has not seriously contaminated the 
numerical results. 

Transient Response at 90 Deg Wedge. The two-dimen
sional transient pressure response is studied for validation when 
a pressure discontinuity strikes a right-angled wedge. The pos
itive pressure pulse approaches the comer with its front par
allel to one face (270 deg face) of the wedge, Fig. 7. Again, 
two domains are used in simulating this problem. The small 
domain shown in dashed lines in Fig. 7 has two sides with 
infinite boundaries of Type A-2. The mesh size Ax = Ay = 
0.0382 m, c = 340.0 m/s , p , = I atm, and p2 = 1.2p,. The 
total computing time is also chosen long enough so the dif
fraction waves can penetrate the infinite boundaries of the small 
domain, but short enough to avoid reflecting waves from the 
outer boundaries of the large domain to interact with flow pat
terns on the two faces of the wedge. Two comparisons are 
presented: pressure profiles along the edges of the wedge at a 
particular instant, and the pressure time history at two points 
located on the wedge faces at some distances from the comer. 
Figure 8(a) presents the analytical solution and experimental 
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Fig. 9 The schematized computational domain for pressure pertur
bation 

data (Keller, 1952), and numerical results from both large and 
small domains along the edges of the wedge within the dif
fracted wave front and in front of it. Figure 8(fe) presents the 
pressure-time history at point 1, four distance intervals from 
the comer along the face 0 = 0 deg, and at point 2, three 
distance intervals from the comer along the face 6 = 270 deg. 
All numerical results compare quite well with the analytical 
solution. 

Pressure Perturbation Mid-Point of the Domain. A 
unique problem was presented by Rudy and Strikwerda (1980) 
to demonstrate the use of their model. A similar problem is 
presented here to illustrate the use of infinite boundary. Type 
B. Figure 9 shows a domain with a pressure pulse imposed in 
a central region. A horizontal centerline defines a line of sym
metry, so the lower domain was modeled by a grid 101 x 51. 
The central region pressure pulse covered a region 30 x 15. 
A negative pressure pulse is simulated at two free stream Mach 
numbers in the x-direction, M„ = 0 and M^ = 0.6. The free 
stream velocity in the y-direction is zero, and the pressure is 
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time step = 1 time step = 20 

time step = 40 time step = 60 

time step = 120 time step = 720 

Fig. 10 Pressure profiles at different Instants of time 

Table 1 Pressure pulse Ap is negative 
Boundary 
treatment 

A-2, I&P 

B, EECLL 

Time 
steps 

240 
360 
720 
240 
360 
720 

D% 
(M„ = 0.0) 

0.25 
0.20 
0.11 
0.045 
0.003 
0.000 

D% 
(M. = 0.6) 

1.68 
1.52 
1.32 
0.96 
0.66 
0.17 

uniform throughout the domain initially, except in the central 
region of the imposed pressure pulse where it differs by Ap = 
0.476poo. 

A total of four sets of computations were carried out, in 
order to exercise infinite boundary Type A-2 and B for each 
different problem. Graphical displays are shown for only one 
problem, while tabulated data are summarized for each case. 
The response from the negative pulse is illustrated in Fig. 10 
where sequential three-dimensional pressure profiles are shown 
at specific time steps, that is, at specific instants of time. Steady 
flow with Moo = 0.6 and a uniform pressure is achieved in 
approximately 720 time steps when infinite boundary Type B 
is used. 

Table 1 provides an index D which represents the deviation 
from the final steady state. It is defined as 

D = 
^(P/Poo - If 

N 
(24) 

in which Â  is the number of nodes where computations are 
being made. It may be viewed as a dimensionless error av
eraged over the domain. Table 1 presents Z)*100, or a per
centage error. 

Table 1 shows the computations to approach final steady 
conditions in a realistic manner. It may be observed that com
putations with infinite boundary Type B reach steady state faster 
than with Type A-2. The no-flow case. Ma, = 0, reaches steady 
conditions faster than the case M„ = 0.6, as might be antic
ipated. The true time to steady state is unknown for each case. 
However, since it takes 50 time steps for a pulse at the center 
of the domain to reach the edge of the domain, these times 

appear quite appropriate. A negative result from computations 
with procedure A-2 is that there is a drift from the final steady 
conditions, however, the deviation is less than 2 percent. Even 
with this boundary type the solution is convergent and stable. 
The results merely show the amount of drift during the indi
cated time frame, and that the pressure pattern is recovering 
slowly back to p„. 

Conclusion 

This paper presents an unsteady, isentropic, two-dimen
sional model to calculate nonviscous compressible gas flow in 
an arbitrarily closed region or in an open fluid domain. Com
putational results show that the characteristic-like model is re
liable in simulating a number of different flow situations. Sev
eral dynamic flow cases provide the opportunity for comparisons 
between computational results, analytic solutions, and experi
mental data. Although not demonstrated herein, the model has 
application in the nuclear industry, space technology, and in 
various automotive industry applications such as air-bag stud
ies for vehicle occupant protection (Nucholtz et al. 1993) and 
head-impact studies. The gas jet dynamics may be useful in a 
number of different practical linear momentum applications, 
such as deflector mechanisms, air-bag deployment, etc. 

An infinite boundary has also been introduced to limit the 
computational domain when the flow field physically dis
charges into a semi-infinite space. Computational experiences 
show that as long as appropriate dimensions are selected for 
positioning the infinite boundary in the receiving domain it 
performs extremely well and has littie impact on the near-flow 
field around the flow source. 
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Molecular Dynamics Simulations 
on Internal Structures of 
Normal Shock Waves in 
Lennard-Jones Liquids 
The present paper describes a highly efficient method for simulating the generation 
of shock waves in liquids by using the periodic-shell boundary condition, which is 
an outer boundary condition for molecular dynamics simulations. This method is 
used to simulate normal shock waves in Lennard-Jones liquids, clarifying the internal 
structures of shock fronts and the dependence of shock thicknesses on the shock 
Mach number. The present method significantly decreases computation times be
cause it enables us to simulate only the shock fronts. Some of the main results 
derived by these simulations of molecular dynamics are that an overshoot in the 
profile of longitudinal temperature arises in liquid shock waves as well as in gas 
shock waves, that the thickness of shock front decreases with increasing Mach 
number, and that this thickness is about two times the diameter of molecules when 
the Mach number is 4. 

1 Introduction 
The internal structures of shock waves in gases have been 

widely studied by applying Monte Carlo direct simulation 
methods to the Boltzmann equation (Bird, 1970; Nanbu and 
Watanabe, 1984; Erwin et al., 1991; Boyd, 1990; Muntz, 1989) 
instead of by taking classical approaches to the Navier-Stokes 
equations (for example, Schwartz and Hornig, 1963). The in
ternal structures of liquid shock waves, in contrast, have not 
been extensively studied, in part because the applications of 
liquid shock waves in engineering fields were not clear. Liquid 
shock waves have recently been applied in medical engineering, 
however (for example, Takayama, 1987), and the shock struc
tures in liquids and solids have thus become important subjects. 

The Monte Carlo direct simulation method (Bird, 1976) can
not be applied to liquid problems because it is a solution to 
the Boltzmann equation. Molecular dynamics (MD) methods, 
though, are extremely useful for investigating liquids and solids 
from a microscopic point of view. They have therefore been 
widely used along with variant of the Monte Carlo technique 
(Ciccotti and Hoover, 1986). Tsai and Trevino (1981) and 
Holian and his co-workers (1980, 1988), for example, have 
used MD methods to investigate the internal structures of nor
mal shock waves for weak and for very strong shock waves in 
Lennard-Jones liquids (corresponding to liquid argon). 

In ordinary MD simulations, liquid shock waves are gen
erated by compressing a cylinder in which molecules are ini-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 10, 1993; revised manuscript received April 15, 1994. Associate Tech
nical Editor: O. Baysal. 

tially enclosed in a liquid state. Since the shock wave travels 
in the direction of piston motion, this method requires a long 
simulation region in order to obtain averaged values of rea
sonable accuracy. This means that a very high percentage of 
the molecules are outside the shock front, and therefore ir
relevant in the averaging procedure. This makes the conven
tional shock-gathering method inefficient and computationally 
expensive. Studies have therefore been carried out only for a 
few shock Mach numbers and many questions remain unan
swered. If we want to simulate shock fronts alone, then the 
relations between upstream and downstream quantities (i.e., 
the Rankine-Hugoniot relations) need to be known before the 
simulations. The Rankine-Hugoniot relations for Lennard-
Jones liquids have already been clarified (Satoh, 1994a), it is 
now possible to use MD methods to simulate only the shock 
fronts. 

The present paper first describes a highly efficient shock-
generating method for simulating shock fronts alone by ap
plying the periodic-shell boundary condition developed as an 
outer boundary condition for MD simulations (Satoh, 1994b). 
Then by simulating normal shock waves for Lennard-Jones 
liquids, it shows how internal structures such as densities, 
temperatures, and pressures depend on the shock Mach num
ber. 

2 Model System and Assumptions 
The present shock-generating method, which differs signif

icantly from the conventional piston-moving method, gener
ates steady normal shock waves of desired shock strength by 
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Fig. 1 Molecular dynamics simulations of steady normal shock waves 

restricting upstream and downstream quantities to prescribed 
values. The model system used here is shown in Fig. 1. The 
molecules are initially on the sites of face-centered-cubic lat
tices, and the initial lengths Li, L2, and L3 of the sides of the 
simulation box are adjusted so that the number densities at z 
> 0 and z < 0 are the prescribed values rii and n2, respectively. 
The initial velocities of the molecules are also given in such a 
way that temperatures and average velocities are prescribed 
values: Ti and wi for z > 0, and T2 and Wj for z < 0. The 
shell areas (described in the following sections) have an up
stream length Lj,i and downstream length Li,2- The conven
tional periodic boundary condition is used for the boundary 
surfaces perpendicular to the x and y axes. 

The present shock-generating method requires that the Ran-
kine-Hugoniot relations for the fluid of interest should be 
known before the simulations. Although these relations are 
unknown for general liquids, they have been numerically clar
ified for Lennard-Jones liquids (Satoh, 1994a). Thus, if the 
number densities, average velocities, and temperatures of the 
upstream and downstream shells are taken in such a way that 
they satisfy the Rankine-Hugoniot relations, we can obtain the 
normal shock waves around the origin of the z axis. The tech
niques restricting the quantities to desired values are given in 
Section 3.3. 

3 Molecular Dynamics Methods 
3.1 Velocity Verlet Algorithm. Many computational al

gorithms for soft molecular systems have already been pre
sented, but because we deal here with flow problems it is better 
to use an algorithm in which molecular velocities are explicitly 
appeared in the determination of molecular positions. We 
therefore adopt the velocity Verlet algorithm (Allen and Til-
desley, 1987), which is easy to handle and relatively accurate. 
That is, 

1,2 

replica 

simulation 
regrion 

"f"' = »-? + 7 ^ ( f r ' + f«), 2m 

(1) 

(2) 

Fig. 2 Periodic-shell boundary condition 

in which m is the molecular mass , r, is the molecular posi t ion 
vector, Vf is the molecular velocity vector , f,- is the force act ing 
a molecule /, and h is the t ime interval . A n d for simplicity the 
time step is deno ted by the superscr ipt n. 

3.2 Periodic-Shell Boundary Condit ion. T h e periodic-
shell boundary condition is an outer boundary condition for 
MD simulations that diminishes the influence of limited size 
of the simulation regions, and the application of this boundary 
condition to the upstream and downstream boundary surfaces 
enables us to simulate shock fronts alone. This boundary con
dition is described in detail in another paper (Satoh, 1994b), 
so here it is just summarized. Since there is no essential dif
ference of the treatment between upstream and downstream, 
the following shows only the upstream treatment. 

The particles near the upstream and downstream boundary 
surfaces have to be made to interact with imaginary particles 
outside the region; otherwise, the limitedness of the simulation 
regions significantly distorts a flow field. The thin layer (shell) 
near the boundary is replicated next to the region itself so that 
the particles in the shell also act as imaginary particles. As 
shown in Fig. 2, the particle b interacts not only with the real 
particles x,y,z, etc., but also with the imaginary particles p', 
g', r', etc. The particle s in Fig. 2 is completely removed if 
it goes out of the simulation region. Incoming particles, on 
the other hand, are generated as follows: if the particle / in 
Fig. 2 moves from the shell area to the inner region, the im
aginary particle t' naturally comes into the shell area; this 
particle t' is regarded as a new incoming particle independent 
of the particle /. Some problems may result from the particle 
/ , which crosses the broken hne to enter the shell area. Suppose 
that at the next time step the particles e and / move to the 
heads of the arrows. In this case, the particle / moves to the 
upper region across the broken line and, at the same time, the 
imaginary particle/' suddenly appears in front of the particle 
e. Such sudden appearances of imaginary particles may cause 

Nomenclature 

f = force vector 
h = time interval 
k = Boltzmann's constant 

,, Ls - lengths of simulation box 
Lb = length of shell region 
Ml = shock Mach number 
m = mass of molecule 
n = number density of molecules 
p = pressure 

'•;; = 

T 
u 
V 

V 

W 

molecular position vector 
distance between molecules 
and 7 
cut-off radius for computa
tion 
temperature 
flow velocity 
Lennard-Jones potential 
molecular velocity vector 
internal virial 

e, a = constants of Lennard-Jones 
potential 

Subscripts 
1 = upstream quantity 
2 = downstream quantity 
/ = rth molecule 

Superscripts 
= normalized quantity 

n = time step 
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unreasonable overlapping with real particles, so special atten
tion has to be paid to those particles. In actual simulations, 
such unreasonable overlapping may be relieved by shifting real 
particles an infinitesimal distance. Monte Carlo methods are 
used to do this. We have to note, however (from presimula-
tions), that such procedures are important in equilibration, 
but that the overlapping of particles very seldom occurs after 
equilibration. 

3.3 Techniques for Maintaining Quantities at Desired Val
ues. Steady normal shock waves can be generated by com
pelling the upstream and downstream quantities to be desired 
values, which satisfy the Rankine-Hugoniot relations, through
out the simulation process. This can be done by adjusting the 
lengths of shells and the velocities of the molecules in the shells. 
For shock wave problems, conducting such operations at every 
time step greatly influences the formations of shock waves, so 
these lengths and velocities are adjusted at intervals of a certain 
number of time steps in order to make the correction per 
operation small. 

The density can be maintained at a prescribed value by first 
evaluating the average density in the shell for a certain number 
of time steps and then adjusting the shell length LM to give 
the desired shell density Wj. At the same time, the positions of 
the molecules in the shell are also adjusted similarly. 

The temperature and average velocity must also be main
tained at prescribed values, and this can be done as follows. 
If the average velocity in the shell, evaluated for a certain 
number of time steps, is denoted by (Vx, Vy, v^), then the desired 
average velocity (0, 0, wO is obtained by replacing the velocity 
(v^, Vy, v^) of an arbitrary molecule in the shell by the following 
velocity (v^, Vy, v^. 

(v^, Vy, v^) = (yx-Vx, Py-Vy, v^-p^ + Ui). (3) 
Further replacement of the velocity (v^, Vy, v^) by {v'x , Vy , 
v") gives the desired temperature T^ in the shell: 

(Cx . " / . Pz) = (CoVx, CoVy, Co(.V^-Ui) + Ui). (4) 

The coefficient CQ is written as 

Co = 
3N,kT,/in 

2 {"x^ + Py^ + ifz+uy 

(5) 

where k is Boltzmann's constant and N^ is the number of the 
molecules for which the average velocity (vj,, Vy, "vd is calcu
lated. In short, the desired average velocity U\ and temperature 
Ti can be obtained by replacing the velocity (f̂ . Vy, v^ of each 
molecule in the shell by (v'x , Vy , v"). 

3.4 Evaluation of State Quantities. State quantities such 
as pressures and internal energies are obtained by taking the 
time averages of the corresponding quantities at a microscopic 
level. 

Consider the infinitesimal volume AF in a shock front. If 
the local number density and temperature in this volume are 
n and T, then from the virial theorem the pressure p is written 
in the following form: 

p = nkT+W/LV, (6) 

in which the upper bar means the time average, n and T are 
the time-averaged quantities, and W is given by 

\ 

3 
(7) 

with 

W(7-y)=r,y 
dv(rtj) 

drn 
(8) 

Table 1 Ranklne-Hugonlot values and prescribed parameters. Note that 
uncertainty of {M^, u^ u^, "2*1 H i Pi) '^ (2,1, 2 ,1 , 2, 8) percent for M^ = 
1.25, and (1 ,1 ,1 , 0.5,1.5, 3) percent for the other cases of M^ 

shock Mach 

Number, Mj 

1.25 

1.69 

2.12 

2.56 

3.21 

4.01 

"1' 

-5.6 

-7.6 

-9.5 

-11.5 

-14.4 

-18.0 

" 2 * " 2 ' 

-5.08 0.772 

-6.08 0.875 

-7.02 0.947 

-8.00 1.006 

-9.39 1.073 

-11.1 1.136 

h' 
1.50 

2.16 

3.00 

4.19 

6.62 

11.0 

P2' 

2.71 

8.74 

17.2 

28.9 

51.2 

87.8 

tl' 

0.00027 

0.0002 

0.00016 

0.00014 

0.00011 

0.00009 

1-3" 

6.8 

6.5 

6.4 

6.3 

6.1 

6.0 

hi' 
3.3 

3.6 

3.7 

3.9 

6.1 

6.2 

I-bl' 

6.6 

7.0 

7.6 

7.9 

8.0 

5.7 

'•S2 

10.2 

9.8 

7.2 

6,3 

3.6 

3.0 

^ 2 * 

8.5 

8.2 

8.0 

7.8 

7.7 

7.6 

where /-y is the distance between molecules / and j , and p is the 
Lennard-Jones 12-6 potential written as 

Kr,y)=4e (9) 

In this equation, e and a are constants, and for argon, e/k = 
-10 , 119.8/rand a = 3.405 X 10 "-m 

A cut-off radius r̂  is usually used for the 
interaction energies between molecules, and if 
large value of r,, cannot be taken in simulations 
values (such as pressures and energies) have to 
A correction term < H^LRC) is written as 

(IVLRC) = w(rydr = 16 m^AV-

evaluation of 
a sufficiently 
the computed 
be corrected. 

2(7'' 

9r? 3rl 

(10) 

The internal virial W is therefore obtained as the sum of the 
correction term < H^LRC> and the value Wc computed from the 
simulations with a cut-off radius. The temperature T in the 
infinitesimal volume is obtained from the sum of temperatures 
in each direction: that is, T = (T^ + Ty + r j / 3 . The tem
peratures in each direction are defined as 

m 

m 

"ic im- (11) 

where Ns is the number of molecules for objects. 

3.5 Normalization. For Lennard-Jones systems, it is very 
convenient for each quantity to be normalized by representative 
values made up of e, a, and m. Therefore the following rep
resentative values are used: the length of a, the time is a(m/ 
e)'''^, the temperature is e/k, the number density is l/(7^ the 
force is t/a, the pressure is e/a^, the energy is e, the velocity 
is (e/w)'^^, etc. From this point on, the normalized quantities 
are indicated by a superscript *. 

4 Parameters for Simulations 
The present study deals with Lennard-Jones liquids under 

the upstream conditions of «i* = 0.7, T* = 1.2, and p* = 
0.657. MD simulations have been carried out for the six cases 
of the shock Mach number M] ranging from 1.25 to 4.01. The 
parameters used here are listed in Table 1, where the velocities 
and state quantities are taken from previous results (Satoh, 
1994a). The uncertainty of the data is also indicated in the 
table, and these uncertainties arise from the fact that shock 
waves may travel very slowly along the z axis in real simulation 
processes. There is thus some uncertainty in determining the 
actual shock Mach number (which is a little different from the 
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Fig. 4 Formation processes of shock waves (M, = 4.01) 

ideal shock Mach number). The Rankine-Hugoniot relations length is greater than 2r*, where the cut-off radius r* is set to 
are shown in Fig. 3 as a function of Mach number. Since the be 3.0. We have to pay special attention to the determination 
value ofZ/fti fluctuates in simulation process, the average values of the values of time interval h*. If h* is too large, the un-
are listed in Table 1. The shell lengths are taken so that each reasonable overlapping of molecules arises and causes the ve-
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Fig. 5 Internal structures of shock waves (Mi = 4.01) 

locities, pressures, etc. to diverge. The values of h* in Table 
1 were obtained from pre-simulations for a small system: they 
are not intended to indicate the most appropriate values. 

In actual simulations, some seeding-up techniques are usu
ally used for the computations of interaction energies: the one 
used here is the cell index method (Allen and Tildesley, 1987). 

Each simulation was carried out to 40,000 time steps, and 
three different initial molecular velocities were used for each 
Mach number. The internal structures were evaluated using 
the data generated between 10,000 and 40,000 time steps (the 
data for the first 10,000 time steps were excluded because it 
included the influence of the initial conditions). The averaged 
profiles of state quantities, which were evaluated every 2000 
time steps, are used here for discussing the processes forming 
shock waves. 

The molecular velocities were scaled and the upstream shell 
length adjusted every 2000 time steps to keep the density, 
pressure, and temperature at the desired values. Note that the 
downstream shell length was not adjusted in the present study 
and that the following results show that steady normal shock 
waves can be obtained even without such adjustment. 

As mentioned in Section 3.2, Monte Carlo methods are used 
for relieving the unreasonable overlapping between real and 
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Fig. 6 Internal structures of shock waves {M, = 2.12) 

imaginary molecules. In such cases, ten relieving procedures 
per corresponding molecule were performed. 

The large computer used here for these simulations was the 
M-680H (not a supercomputer, but a standard mainframe pro
duced by Hitachi, Japan) at the computer center of Chiba 
University. For the shock Mach number of Mj = 4.01, the 
CPU time needed for 40,000 time steps (and about 780 mol
ecules) was about 330 minutes. The CPU times for other Mach 
numbers were similar and roughly proportional to the number 
of molecules in the system. 

5 Results and Discussion 
5.1 Formation of Shocl( Waves. The processes forming 

shock fronts are shown for Mj = 4.01 in Fig. 4, where the 
more time-advanced results are shown more to the right and 
where fjtep = 5,000, for example, means that the data from 
4000 to 6000 time steps was used to evaluate the profiles. This 
figure also uses the following symbols: n = (n - «i)/(«2 -
«,), M = (M - M2)/(Mi - M2), f, = ( T ; - r , ) / ( r 2 - r , ) 
(similar definition for f j , andp = (p - P\)/(P2- P\). Note 
that the profiles for t^tf s 21,000 are in agreement with that 
for 4tep = 21,000 within the range of statistical errors. 

We can clearly see from Fig. 4 that the steady normal shock 
waves are gradually formed from the initially discontinuous 
profiles. The density profile for 4tep = 1,000 has a periodic 
shape on the upstream side, which means that the initial mo-
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Fig. 7 Internal structures of highly strong shock waves obtained by 
Holian et al. (1980) 

lecular positions still have a great influence even at this time 
step: the wavelength is about half the lattice constant of the 
initial molecular positions. Despite the initial temperatures 
having been set at the Rankine-Hugoniot values, the down
stream temperature for ?step = 1.000 is considerably lower than 
the Rankine-Hugoniot value, especially for f^. This means 
that, at the initial stage of simulation, the transmission of the 
information about the discontinuity profile leads to the 
suppression of thermal molecular motion. Then the quantity 
converges to the Rankine-Hugoniot value as time advances. 
The profiles for 4,ep = 9,000 are similar to steady profiles 
(i.e., sufficiently developed profiles) and the profiles for 4,ep 
= 21,000 have already attained to steady states. These char
acteristics were similar in simulations of the other Mach num
bers. 

It might be surprising that information evidently travels in 
the upstream direction in supersonic flow problems, but such 
transmission at the starting stage is not unreasonable because 
the initial molecular positions are solid-like positions. 

Fig. 8 Dependence of shock thickness on Mach number (each value 
has an uncertainty of about 7 percent) 

5.2 Internal Structures of Shock Waves. The internal 
structures of shock waves are shown in Fig. 5 for M\ = 4.01 
and in Fig. 6 for Mi = 2.12. Although the profiles obtained 
by Holian et al. (1980) are shown for reference in Fig. 7, those 
profiles cannot be compared quantitatively because the shock 
waves in those results were extremely strong (note that T2 is 
about 100 times T*). The present profiles are much smoother 
than those obtained by the ordinary simulation methods (Fig. 
7). This is seen most clearly for the temperature profiles. The 
quality of the present sliock-generating method is indicated by 
the number density, velocity, and pressure downstream agree
ing well with the Rankine-Hugoniot values. The downstream 
values of temperature are 3 to 7 percent greater than the Ran
kine-Hugoniot values, and the reason for this is not clear. The 
most interesting profile in Fig. 5 is that for the longitudinal 
temperature t^. Monte Carlo direct simulations (Nanbu and 
Watanabe, 1984) showed that for gas shock waves an overshoot 
of the longitudinal temperature appears even at Mi = 2.5, 
whereas it has not been completely clear until the present time 
whether or not liquid shock waves also have such an overshoot 
profile. The resuks of Holian et al. (1980) and of Khmenko 
and Dremin (1979) suggested the overshoot feature of the lon
gitudinal temperature, but those data were not accurate enough 
to be certain. It is clear from Fig. 5, however, that the overshoot 
of temperature f^ does occur even for liquids. The distribution 
of Tij for Ml = 2.12 does not have such an overshoot, and 
the overshoot profile was not obtained at the shock Mach 
numbers below Mj = 3.21. Figure 5 and 6 also show the 
significant discrepancy between the f^ and fx (or Ty) profiles: 
that is, the nonequilibrium of translational temperatures arises 
in the shock front, which is in agreement with the results 
obtained for gas shock waves. 

5.3 Dependence of Shock Thickness on Shock Mach Num
ber. The relationship between the shock Mach number and 
the thickness of shock front is shown in Fig. 8 (where each of 
the values plotted has an uncertainty of about 7 percent, which 
arises mainly in determining the maximum slope values of 
density profiles). The shock thickness 6*, defined in a usual 
way based on density profile, is 

8* = « 2 - « l 

\dn*/dz*\r 
(12) 

where the denominator is the maximum absolute value of the 
slope of the tangent to the density profile. 

Figure 8 clearly shows that the shock front becomes thin 
with increasing the shock Mach number, which is similar to 
what is observed with gas shock waves. For example, if we 
use the argon data of T2 = 1320 K andpj = 3.68 x lO' Pa 
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for Ml = 4.01, the dimensional shock thickness 6 is 7.47 A. 
This is about two times the molecular diameter for Mi = 4.01, 
which is in relatively good agreement with the other data in 
Fig. 7(a)—obtained for a very strong shock wave. Since liquid 
shock waves are much thinner than gas shock waves (6* « 9 
even for Ml = 1.25), extremely accurate measuring techniques 
will have to be devised to experimentally clarify the internal 
structures of liquid shock waves. 

6 Conclusions 
We have discussed a highly efficient method for simulating 

the generation of shock fronts alone by applying the periodic-
shell boundary condition, and we have investigated the internal 
structures of the liquid shock waves by simulating the normal 
shock waves for Lennard-Jones liquids. The present shock-
generating method is expected to significantly decrease com
putation times. An overshoot in the longitudinal temperature 
profile arises in liquid shock waves, just as it does in gas shock 
waves. The method has also shown that thickness of shock 
front decreases with increasing shock Mach number and is 
about two times the molecular diameter when the Mach number 
is 4. 
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The Influence of Swirl Brakes 
on the Rotordynamic Forces 
Generated by Dlscharge-to-
Suction Leakage Flows in 
Centrifugal Pumps 
Increasing interest has been given to swirl brakes as a means of reducing desta
bilizing rotordynamic forces due to leakage flows in new high speed rocket turbo-
pumps. Although swirl brakes have been used successfully in practice (such as with 
the Space Shuttle HPOTP), no experimental tests until now have been performed to 
demonstrate their beneficial effect over a range of leakage flow rates. The present 
study investigates the effect of swirl brakes on rotordynamic forces generated by 
discharge-to-suction leakage flows in the annulus of shrouded centrifugal pumps 
over a range of subsynchronous whirl ratios and various leakage flow rates. In 
addition, the effectiveness of swirl brakes in the presence of leakage inlet (pump 
discharge) swirl is also demonstrated. The experimental data demonstrates that with 
the addition of swirl brakes a significant reduction in the destabilizing tangential 
force for lower flow rates is achieved. At higher flow rates, the brakes are detri
mental. In the presence of leakage inlet swirl, brakes were effective over all leakage 
flow rates tested in reducing the range of whirl frequency ratio for which the tan
gential force is destabilizing. 

Introduction 
Previous experimental and analytical results have shown that 

discharge-to-suction leakage flows in the annulus of a shrouded 
centrifugal pump contribute substantially to the fluid induced 
rotordynamic forces (Adkins, 1988). Experiments conducted 
in the Rotor Force Test Facility (RFTF) at Caltech on an im
peller undergoing a prescribed whirl have indicated that the 
leakage flow contribution to the normal and tangential forces 
can be as much as 70 and 30 percent of the total, respectively 
(Jery, 1986). Recent experiments at Caltech have examined 
the rotordynamic consequences of leakage flows and have shown 
that the rotordynamic forces are functions not only of the whirl 
ratio but also of the leakage flow rate and the impeller shroud 
to pump housing clearance. The forces were found to be in
versely proportional to the clearance and a region of forward 
subsynchronous whirl was found for which the average tan
gential force was destabilizing. This region decreased with flow 
coefficient (Guinzburg, 1992a). 

The motivation for the present research is that the previous 
experiments have shown that leakage inlet (pump discharge) 
swirl can increase the cross-coupled stiffness coefficient (in 

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division December 16, 1993; revised manuscript received May 11, 1994. As
sociate Technical Editor; L. Nelik. 

some tests by over 100 percent) and hence increase the range 
of positive whirl for which the tangential force is destabilizing. 
One might therefore surmise that if the swirl velocity within 
the leakage path were reduced, then the destabilizing tangen
tial force might be reduced. One way of reducing the leakage 
flow swirl is with the use of ribs or swirl brakes on the hous
ing. In fact, swirl brakes installed upstream of the interstage 
seal on the Space Shuttle Main Engine High Pressure Oxygen 
Turbopump completely eliminated the subsynchronous whirl 
motion over the steady state operating range of the unit (Childs, 
1990). The present study investigates the influence of swirl 
brakes on the rotordynamic forces generated by discharge-to-
suction leakage flows in shrouded centrifugal pumps over a 
range of subsynchronous whirl ratios and various leakage flow 
rates typical of present rocket turbopump designs. In addition, 
the effectiveness of swirl brakes in the presence of leakage 
inlet (pump discharge) swirl is also demonstrated. 

Rotordynamic Forces 

Figure 1 shows a schematic of the hydrodynamic forces that 
act on a rotating impeller whirling in a circular orbit. F* and 
F* are the instantaneous lateral forces in the laboratory frame. 
fl is the whirl radian frequency and (o is the main shaft radian 
frequency. The eccentricity of the orbit is given by e. The 
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Fig. 1 Schematic of the fiuid-induced forces acting on an impelier 
whiriing in a circuiar orbit 

lateral forces are given in linear form as: 

+ [A*] 
y*{t) 

(1) 

F*x and F^y are the steady forces which result from flow asym
metries in the volute. [A*] is the rotordynamic force matrix. 
It is a function of the mean flow conditions, pump geometry, 
whirl frequency ratio Q/i» and if outside the linear range it 
may also be a function of the eccentricity e. In the case of a 
circular whirl orbit: 

x*(0 = e cos(/}0 (2) 

y*(t) = e sin(/20 (3) 

The normal and tangential forces for a circular whirl orbit are 
given by (Jery, 1986 and Franz 1989): 

F*{i) = - (A* + A*)e 

FKt) = - (-A* + A*)e 

(4) 

(5) 

Rotordynamic Coefficients and Stability 

To study the stability of an impeller, it is convenient for 
rotordynamicists to fit the dimensionless normal force F„ to a 

quadratic function of the whirl ratio and to fit the dimension
less tangential force F, to a linear function of the whirl ratio. 
The expressions are given by: 

(ii 

F,= -C\-] +k 

€ 
n 

- K (6) 

(7) 

where the dimensionless coefficients are the direct added mass 
(Af), direct damping (C), cross-coupled damping (c), direct 
stiffness (^K), and cross-coupled stiffness (k). As can be seen 
from (7), a positive cross-coupled stiffness is destabilizing be
cause it starts the forward whirl of the impeller since it is equal 
to the tangential force at zero whirl ratio. Also, from (6), a 
large negative direct stiffness is destabilizing because it pro
motes a positive normal force which increases the eccentricity 
of the whirl orbit. 

A convenient measure of the rotordynamic stability is the 
ratio of the cross-coupled stiffness to the direct damping (i.e., 
k/C) termed the whirl ratio. This is just a measure of the range 
of positive whirl frequency ratios for which the tangential force 
is destabilizing. 

Test Apparatus 

The present experiments were conducted in the Rotor Force 
Test Facility (RFTF) at Caltech. The leakage flow test section 
of the facility is shown in Fig. 2. 

The working fluid is water. The main components of the 
test section apparatus consist of a solid or dummy impeller (or 
rotating shroud), a housing (or stationary shroud) instrumented 
for pressure measurements, a rotating dynamometer (or inter
nal force balance), an eccentric whirl mechanism (not shown), 
a leakage exit seal ring and a leakage inlet swirl vane (shown 
installed in Fig. 3). The solid impeller is used so that leakage 
flow contributions to the forces are measured but the main 
through flow contributions are not experienced. The inner sur
face of the housing has been modified to accommodate me
ridional ribs or swirl brakes along the entire length of the leak
age annulus. The ribs are each 3/16 of an inch wide and 2 
mm high. Up to 8 equally spaced ribs can be installed. The 
leakage flow annulus between the impeller and housing is in
clined at 45 deg to the axis of rotation. The nominal clearance 
between the solid impeller and the housing can be varied by 
axial adjustment of the housing. The flow through the leakage 
path is generated by an auxiliary pump. The solid impeller is 

Nomenclature 

coef-
by 

[A*] = rotordynamic force matrix 
B = depth of logarithmic spiral 

channel on swirl vane 
c = cross-coupled damping 

ficient, normalized 

C = direct damping coefficient, 
normalized by pnM^RlLe 

F*(t) = lateral horizontal force in the 
laboratory frame 

F*(t) = lateral vertical force in the lab
oratory frame 

= steady horizontal force 
steady vertical force 

F^ = force normal to whirl orbit 
F„ = force normal to whirl orbit 

normalized by piro/RlLe 
Ff = force tangent to whirl orbit 

* ox 
F* 
* oy 

F,= 

F2 = 

H = 

k = 

K = 

L = 
M = 

G = 
Ri = 

force tangent to whirl orbit 
normalized by pvco^RlLe 
lateral forces in rotating frame 
clearance between impeller 
shroud and housing 
cross-coupled stiffness coeffi
cient normalized by 
P'miy^RlLe 
direct stiffness coefficient nor
malized by pnw^RlLe 
axial length of impeller 
direct added mass coefficient 
normalized by pir<x?R\L€ 
volumetric leakage flow rate 
radius of impeller at leakage 
inlet 
mean leakage inlet path veloc
ity of fluid 

UB = mean leakage inlet swirl ve
locity of fluid 

x*{t) = horizontal displacement of im
peller on its orbit 

y*it) = vertical displacement of im
peller on its orbit 

a = turning angle of logarithmic 
spiral channel on swirl vane 

r = leakage inlet swirl ratio, ue/mR^ 
e = eccentricity of impeller's cir

cular whirl orbit 
p = density of leakage fluid 
<l> = leakage flow coefficient, uj 

(i)R2 
o) = main shaft radian frequency 
fl = whirl radian frequency 
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Table 1 Tests without swirl 

rpm nita Brakes 
1000 -0.9 to +0.9 0 

'l^ 2000 -0.6 to +0.7 

G (GPM) 

Fig. 2 Leakage flow test section (Zhuang, 1989) 

0 
10 
20 
30 
0 
10 
20 
30 
0 
10 
20 
30 
0 
10 
20 
30 
0 
10 
20 
30 
0 
10 
20 
30 

0.0 
0.026 
0.052 
0.077 
0.0 
0.026 
0.052 
0.077 
0.0 
0.026 
0.052 
0.077 
0.0 
0.013 
0.026 
0.039 
0.0 
0.013 
0.026 
0.039 
0.0 
0.013 
0.026 
0.039 

Table 2 Tests with swirl 

Fig. 3 Installation of leakage Inlet swirl vane. Dimensions In mm 
(Gulnzburg, 1992b) 

mounted on a spindel attached to the rotating dynamometer 
connected to a data acquisition system which permits mea
surements of the rotordynamic force matrix. Jery (1986) and 
Franz (1989) describe the operation of the dynamometer. The 
eccentric drive mechanism imposes a circular whirl orbit on 
the basic main shaft rotation. The radius of the circular whirl 
orbit (or eccentricity) can be varied. The seal ring at the leak
age exit models a wear ring. The clearance between the seal 
ring and impeller face is adjustable. The effect of swirl was 
investigated by installing a swirl vane at the leakage inlet to 
introduce prerotated fluid in the direction of shaft rotation. Figure 
3 shows that the vane consists of a logarithmic spiral channel 
with a turning angle of 2 deg. The swirl ratio F (the ratio of 
the leakage flow circumferential velocity to the impeller tip 
velocity) is varied by changing the leakage flow rate. The swirl 
ratio depends on the flow coefficient according to: 

H 

4> B Tan(a) 
(8) 

B is the depth of the logarithmic spiral channel equal to 0.125 
in. A derivation of Eq. (8) can be found in Guinzburg (1992a). 

Test Matrix 

This experiment is designed to measure the rotordynamic 
forces due to simulated leakage flows for different parameters 

rpm n/u Brakes Q (GPM) 
2000 -0.6 to +0.7 0 0 

10 
20 
30 
0 
10 
20 
30 
0 
10 
20 
30 

0.0 
0.013 
0.026 
0.039 
0.0 
0.013 
0.026 
0.039 
0.0 
0.013 
0.026 
0.039 

0.0 
0.5 
1.0 
1.5 
0.0 
0.5 
I.O 
1.5 
0.0 
0.5 
1.0 
1.5 

such as whirl frequency ratio, shaft speed, leakage flow coef
ficient, number of swirl brake ribs and leakage inlet swirl ra
tio. For all tests a nominal annulus clearance H of 0.167 in, 
a whirl eccentricity e of 0.0465 in and a leakage exit face seal 
clearance of 0.04 in were maintained. Tests without leakage 
inlet swirl were conducted at shaft speeds w of 1000 and 2000 
rpm, leakage flow rates Q of 0, 10, 20, and 30 GPM and 0, 
4, and 8 brake ribs. For the 1000 rpm runs, the above flow 
rates correspond to flow coefficients </> of 0.0, 0.026, 0.052 
and 0.077, respectively. For the 2000 rpm runs, the above 
flow rates correspond to flow coefficients ^ of 0.0, 0.013, 
0.026, and 0.039, respectively. The above flow coefficients 
cover the range of typical leakage rates for the new Space Shuttle 
Alternate Turbopump (ATP) presently being developed. For 
the 1000 rpm runs, tests are performed for whirl frequency 
ratios in the range - 0 . 9 s /2/w < +0.9 at 0.1 increments. 
For the 2000 rpm runs, tests are performed for whirl frequency 
ratios in the range - 0 . 6 < tl/co < +0.7 at 0.1 increments. 
Tests with the swirl vane installed are conducted at a shaft 
speed of 2000 rpm and the same flow rates as above. With the 
swirl vane, the above leakage flow rates yield swirl ratios F 
of 0.0, 0.5, 1.0, and 1.5, respectively. The above test matrix 
is summarized in Tables 1 and 2. 

Results for Tests Without Leakage Inlet Swirl 

Figures 4 and 5 show plots of the dimensionless rotordy
namic coefficients for 2000 and 1000 rpm, respectively for the 
three different number of brake ribs. Figures 6 and 7 show the 
whirl ratio. Tests are done at two different rotor speeds to ac
cess the Reynolds number effects. The 2000 rpm runs are shown 
first since they give the results at a lower flow coefficient range. 
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Fig. 6 Whirl ratio at 2000 rpm, no swirl 
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Fig. 4 Rotordynamic coefficients at 2000 rpm, no swirt 
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Fig. 5 Rotordynamic coefficients at 1000 rpm, no swirt 

A comparison of Figs. 4 and 5 show differences between cor
responding coefficient plots at the lower flow coefficients in
dicating that Reynolds number effects are important at low flow 
rates. At flow coefficients above about 0.03 there seems to be 
little difference between corresponding coefficient plots at 1000 

Fig. 7 Whirl ratio at 1000 rpm, no swirl 

and 2000 rpm. Reynolds number effects are stronger with no 
brake ribs installed. C and k seem to have the greatest dis
crepancies between the 1000 and 2000 rpm runs. 

Focusing on the coefficients corresponding to the tangential 
force, we can see that with no brakes the tangential force de
creases with increasing leakage flow rate, as was found pre
viously by Guinzburg (1992a). The cross-coupled stiffness 
coefficient, k, is decreased by increasing the flow from 0 to 
30 GPM, and for the 1000 rpm case, C remains essentially 
constant. Hence the range for which the tangential force is 
destabilizing, k/C, decreases with increasing flow rate. This 
can be seen in Fig. 7. However, looking at k for the case with 
4 or 8 brake ribs, the opposite trend with flow rate is observed. 
The cross-coupled stiffness increases as the flow rate increases 
from 0 to 30 GPM in both the 1000 and 2000 rpm runs. The 
above may appear to indicate that brakes are not beneficial. 
On the contrary, although the destabilizing tangential force with 
brakes increases with flow rate, there is a flow rate below which 
the tangential force with brakes is less than the tangential force 
without brakes. From the k plots in Fig. 4 and 5 we can see 
that below </> = 0.025 the cross-coupled stiffness coefficient 
is reduced by the addition of 4 or 8 brakes. 8 brakes are only 
marginally more effective than 4. The beneficial effect of brakes 
is better exemplified by looking at the whirl ratio plots in Figs. 
6 and 7. Below about </> = 0.03, the range of destabilizing 
tangential force is much less with the addition of brakes. 

Focusing on the coefficients corresponding to the normal 
force, we can see that with no brakes, the normal force in
creases with increasing leakage flow rate. K becomes more 
negative with increasing flow, hence increasing the normal force 
at zero whirl frequency and therefore is destabilizing. The same 
is true with 4 or 8 brakes, but we can also see from K that the 
destabilizing normal force is significantly reduced by the ad
dition of brakes throughout the range of flow rates tested. 
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0.01 0.02 0.03 0.04 0.00 0.01 0.02 0.03 0.04 

0.01 0.02 0.03 0.04 0.00 0.01 0.02 0.O3 0.04 

ratio. But, for the entire flow range tested, the cross-coupled 
stiffness is decreased by the addition of brakes. 

Focusing on the coefficient K corresponding to the normal 
force, K is much large in the presence of swirl. We can see 
that with no brakes the normal force increases with increasing 
leakage flow rate. The same is true with 4 or 8 brakes, al
though from K, the destabilizing normal force is significantly 
reduced by the addition of brakes throughout the range of flow 
rates tested. 

The most dramatic beneficial effect of brakes is found by 
comparing the whirl ratio plots for 4 or 8 brakes without and 
with swirl. Figs. 6 and 9, respectively. The 4 or 8 brake runs 
with and without swirl are almost identical. This indicates that 
the brakes almost completely eliminated the effect of swirl. 
With brakes present, swirl produces only a slight increase in 
the range for which the tangential force is destabilizing. Also, 
looking at Fig. 9, for all flow rates tested, the addition of brakes 
reduces the range for which the tangential force is destabiliz
ing. 
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Fig. 8 Rotordynamic coefficients at 2000 rpm with swirl 
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Fig. 9 Whiri ratio at 2000 rpm with swirl 

Conclusions 

The influence of swirl brakes on the rotordynamic forces 
generated by discharge-to-suction leakage flows in centrifugal 
pumps with and without leakage inlet swirl has been investi
gated. The destabilizing normal force at zero whirl is reduced 
by the addition of brakes. The tangential force and the range 
of whirl frequency ratios for which the tangential force is de
stabilizing is reduced by the addition of brakes for low leakage 
flow rates. Brakes are beneficial in reducing the tangential force 
up to a higher leakage flow rate in the presence of leakage 
inlet swirl. Finally, the increase in the range of whirl fre
quency ratios for which the tangential force is destabilizing 
due to an increase in the leakage inlet swirl is nearly elimi
nated by the addition of swirl brakes. 
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Measurement and Analysis 
of Static Pressure Fieid 
in a Torque Converter Pump 
In this paper, the static pressure field and performance parameters of a torque con
verter pump are measured, analyzed, and interpreted under three turbine/pump 
speed ratio conditions (0, 0.6, and 0.8). A potential flow code is used to predict 
the static pressure distribution. Results show that: 1) centrifugal force has a dom
inant effect on the static pressure rise in the pump; 2) the static pressure field is 
generally poor at the core section; and 3) the potential flow code can fairly well 
predict the static pressure distribution at the blade mid-span, but not at the core 
and shell sections. 

Introduction 
The automotive torque converter, as shown in Fig. 1, is a 

complex turbomachine used to transfer power from an engine 
to a transmission. It consists of a mixed-flow pump connected 
to the engine crankshaft, a mixed-flow turbine attached di
rectly to the transmission, and either a mixed-flow or an axial-
flow stator attached to a stationary housing through a one-way 
clutch. Torque converter flow fields are difficult to measure 
and to visualize. The geometry of the elements is highly three-
dimensional with a high angle of blade turning. Unlike other 
turbomachines, the torque converter is a closed-loop machine 
with the same oil circulating through its elements. In addition, 
the torque converter elements operate under an extremely wide 
range of incidence angle. These physical features give rise to 
complex three-dimensional flow fields with three-dimensional 
through-flow distribution, strong secondary-flow phenomena, 
large flow separation regions, and highly unsteady character
istics that lead to large losses in the performance of the torque 
converter. 

There are three main motives for studying torque converter 
flow fields. First, converter axial length is an important pa
rameter in the powertrain packaging of front-wheel-drive ve
hicles. Its effects on performance characteristics must be quan
tified. Second, since the lock-up clutch has a small effect in 
the EPA urban driving cycle, significant improvement in ve
hicle fuel economy and performance can be obtained by op
timizing converter flow paths. Third, the lead-time required to 
design and build new torque converters can be significantly 
reduced if the physics of the flow fields are understood. 

Kubo et al. (1991) used a steady-state five hole probe to 
measure the three velocity components, static pressure and to
tal pressure in the gap regions of a torque converter under a 
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speed ratio range of 0 to 0.8. The measured deviation angles 
were used to improve the performance prediction of torque 
converters. 

By and Lakshminarayana (1991) measured steady-state static 
pressures in a torque converter stator. Results show that the 
static pressure distribution is poor at the core section and the 
potential flow theory can fairly well predict the static pressure 
distribution at the mid-span, but not at the core and shell sec
tions. 

Experimental Facility, Instrumentation, 
and Measurement Technique 

An experimental facility was designed and built to measure 
static pressures in a torque converter pump. The experimental 
facility consists of: 1) an experimental torque converter unit, 
2) an input dynamometer to drive the torque converter pump, 
3) an eddy-current dynamometer to absorb the output power 
of the torque converter, 4) a hydraulic system to cool, pres
surize and lubricate the torque converter, and 5) a control sys
tem to control rotational speeds and torque's. 

The experimental torque converter has an outer diameter of 
230 mm and a peak efficiency of about 82 percent. The pump 
has 27 blades with 1 mm constant blade thickness; an inlet 
blade angle of - 2 5 degrees at core and —40 degrees at shell; 
and, an outlet blade angle of zero degrees at both blade sec
tions. The meridional blade length of the pump at the core is 
about 3 times shorter than that at the shell. The turbine has 29 
blades with 1 mm of constant thickness; an inlet blade angle 
of 55 degrees at core and 49 degrees at shell; and, an outlet 
blade angle of - 6 4 degrees at core and - 5 7 degrees at shell. 
The meridional blade length of the turbine at the core is about 
2.5 times shorter than that at the shell. The stator has 19 airfoil 
blades with an inlet blade angle of about 7 degrees at both 
core and shell and an outlet blade angle of 63 degrees. 

Steady-state performance characteristics of the experimental 
torque converter are shown in Fig. 2. It is important to mea
sure static pressures under constant turbine/pump speed ratio 
conditions, since it is the key independent performance param-
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Fig. 2 Steady-state performance characteristics of the experimental 
torque converter at Tq = 24 Nt-m 

Table 1 Test conditions for static pressure measurement 

Fig. 1 Components of the automotive torque converter 

SR 
Np, rpm 
ip, degrees 
NT, rpm 
i-r, degrees 
Ns, rpm 
is, degrees 
Rei.p 

Condition 
#1 

0 
1050 
- 4 3 

0 
+ 18 

0 
+ 67 

44,000 

Condition 
#2 

0.6 
1160 

+ 3 
696 
+ 11 

0 
- 2 

27,000 

Condition 
# 3 

0.8 
1300 
+ 22 
1040 

0 
0 

- 4 7 
23,000 

eter. Static pressure measurement was conducted under three 
speed ratio conditions: 0, 0.6, and 0.8. The three test condi
tions are shown in Table 1. The incidence angles were ob
tained from a one-dimensional performance analysis. Figure 3 
shows the range of the inlet flow angle entering the pump, the 
turbine, and the stator. The oil temperature inside the torque 
converter was kept at 60 degrees C during the experiments. 

The measurement of static pressures in a rotating pump is 
a challenging and difficult task. A schematic diagram of the 
measurement process is shown in Fig. 4. The torque converter 
arrangement for the measurement of static pressures is shown 
in Fig. 5. A multi-channel data transmission device is required 
to transmit pressure signals from the pump rotating frame to 
a stationary frame. Tubes were routed from the tap locations 
to the shell housing where they were connected to eight pres
sure manifolds. A miniature pressure transducer was mounted 

to the outlet of each manifold. Eight static pressures were mea
sured simultaneously. Electrical output signals from the eight 
pressure transducers were connected to a slip ring. 

A piezoresistive transducer was the only commercial type 
that satisfied the packaging requirement. Endevco model 8530C-
50 was chosen, since it was a high precision type with thermal 
compensation from —18 to 93°C. Several transducer units were 
custom-made and the combined linearity, hysteresis, and re
peatability was less than ± 0.1 percent. 

The slip ring is a brush type with 37 gold alloy rings built 
by the Quality Aero Technology Corporation. Its outer hous
ing is stationary and carries 3 brushes per ring. The brushes 
transfer analog pressure signals from the rotating rings to ter
minals on the stationary housing. A separate hydraulic system 
was built to lubricate and cool the ring/brush assembly. The 

Nomenclature 

Cp = static pressure coefficient, 
Cp = ip- Pr.()/(0.5pUl) 

CT = blade torque coefficient as 
defined in Eq. (1) 

H = blade span or height 
i = incidence angle, i = p[ -

K - pump speed parameter, K = 
N/{Tqr 

L = meridional blade length 
N = number of blades/rotational 

speed in rpm 
p = static pressure 

P* =p + 0.5 p{W^ 
R = radius from the center of 

machine axis 
RCi = Reynolds number based on 

meridional blade length, Rcz. 
= W„ L^Jv 

SR = ratio of turbine to pump 
speed 

U') 

T = blade torque at a blade sec
tion 

Tq = torque of all pump blades or 
pump torque 

TR = ratio of turbine to pump 
torque 

U, V, W = blade, absolute flow, rela
tive flow velocity 

X, y, z = coordinates in the stream-
wise, pitch wise, and span-
wise directions (.r = 0 at the 
leading edge) 

Tj = power efficiency, r) = SR * 
TR 

p = density in kg/m^ 
V = kinematic viscosity in m^/s 

O = angular velocity in rad/s 
j8, P' = flow, blade angle 

(f) = potential function 

Subscripts 

m, d = meridional or through-flow, 
tangential component shell, 
core shell, core blade sec
tion (see Fig. 1) 

P, T, S = pump, turbine, stator 
p, s = pressure, suction surface 

le, te = leading, trailing edge 
centr = centrifugal 

ref = reference 
tip = tip location of the pump 

blade 
tap = location of a static pressure 

tap 
00, 1 = upstream, inlet of a blade 

row 
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Fig. 3 Range of flow angle entering pump, turbine and stator 
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Fig. 4 Schematic diagram of the measurement process 

oil temperature of the slip ring was also kept at 60°C. The 
noise was less than 80 micro volts with 20 micro amps (0.14 
kPa based on the sensitivity of 0.57 mV/kPa at 10 V exci
tation). The noise to signal ratio was typically less than 0.1 
percent. 

Two electronic recorders were used to collect and store out
put signals from the slip ring. Each recorder is a four-channel 
strip chart recorder that is capable of storing up to 32 K of 
data per channel and reads data at a frequency range of 20 Hz 
to 250 kHz. The accuracy is ±0.5 percent. 

The pressure transducers were mounted to the manifolds at 
a radius of 105.64 mm from the machine axis—this was the 
radius where the centrifugal pressure developed during the 
measurement process. Therefore, a correction must be used to 
correct for the difference in centrifugal pressure due to the dif
ference in radius. The correction can be obtained from the ra
dial momentum equation and is of the form 

4Pc, 
1 

2000 
p/2^(/?,tp-0.10564^) (1) 

the correction is -42.73 to -(-10.25 kPa kPa at SR = 0, -52.15 
to -H2.64 kPa at SR = 0.6, and -65.50 to -H 15.88 kPa at 5^ 
= 0.8. 

Results and Discussion 

The Cp distributions at the shell, mid-span and core sections 
are shown in Figs. 6, 7, and 8 for SR = 0, SR = 0.6, and SR 
= 0.8, respectively. Results are plotted as a function of me
ridional blade length, so that the area enclosed between the 
curves can be related directly to the torque exerted by the fluid 
on the blade. Meridional blade length is normalized by me
ridional blade length at the shell, since it is the longest length. 

Blade Torque. Blade torque is the torque exerted by each 
pump blade on the fluid. Blade torque is an important param
eter in the energy transfer between the fluid and blades of the 
pump. Since the meridional length of the pump blade is about 
3 times longer at the shell than at the core, it is more appro
priate to calculate the blade-torque-per-unit meridional length. 
At any blade section, the blade torque coefficient is 

CT = 
Q.5pUlH^R,^L 

•x„IL 

x,,/L 

H_ R 

HnR, 
'S'P.P 

tip 
..)^£ (2) 

In addition to the dynamic pressure based on pump tip speed, 
two other parameters are used to normalize the blade torque 
coefficient. The two parameters are pump blade height or span 

- S T M I C PRESSURE TAPS 

Fig. 5 Torque converter arrangement for the measurement of static pressures In the pump 
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Fig. 7 Cp distribution at SR = 0.6 

at the pump exit, H2, and pump tip radius, /f,ip. Equation (2) 
is used to calculate the blade torque coefficient at the shell, 
mid-span and core sections under the three speed ratio con
ditions. Results are shown in Fig. 9. 

Under the zero speed ratio condition, the blade torque coef-

0,fO< ' 

H 0.H-

SHEU 

Legend 
O SRnO.O 

A 5IM).( 

+ SIM).> 

MID-SPAN 

BUDE SECTION 

CORE 

Fig. 9 Distribution of blade torque coefficient (Cr) 

ficient is 0.088, 0.100 and 0.112 at the shell, mid-span and 
core sections, respectively. The blade torque coefficient is al
most constant at the three blade sections. The Cj is a maxi
mum at the core section, since the incidence there is a mini
mum of -36 degrees (vs -43 and -51 degrees at the mid-
span and shell, respectively). If the incidence effect is the same 
at the three blade sections, the blade torque coefficient is ex
pected to be a maximum at the mid-span section (since the 
effect of the annulus wall boundary layer is a minimum there). 

Under the 0.6 speed ratio condition, the CT is maximum at 
the shell and minimum at the core. It is 0.103, 0.086 and 0.017 
at the shell, mid-span and core sections, respectively. The CT 
distribution is good at the mid-span and shell sections, since 
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the incidence angle is only a few degrees and the flow is well 
behaved. 

Under the 0.8 speed ratio condition, the C7 distribution is 
good at the mid-span and shell sections and is poor at the core. 
It is 0.095, 0.070, and -0.010 at the shell, mid-span and core 
sections, respectively. The Cj is even negative at the core sec
tion; this result is evident from the static pressure distribution 
of Fig. 8. The CT is higher at the shell than at the mid-span, 
since the incidence at the shell is smaller (+14 versus +22 
degrees). 

Static Pressure Rise. The static pressure rise along a 
streamline is 

p- P\ 
{Cp Cpj) P.\) 

u, tip 
+ 

wf - w' 
t/,ip 

AP* 

0.5pUl 
(3) 

The static pressure rise consists of three terms. The first term 
is the pressure rise due to centrifugal pressure. The second 
term is the contribution due to the diffusion of relative veloc
ity. The third term is the total pressure loss due to viscous 
effects. 

The static pressure rise due to centrifugal pressure (the first 
term in the above equation) is calculated at the shell, mid-span 
and core sections. The calculated pressure rise is compared 
with the measured static pressure distribution. From the pump 
inlet to the pump exit of any blade section, the difference be
tween the two results represents: 1) the loss of static pressure 
due to viscous effects and 2) the change in static pressure due 
to the diffusion of relative velocity. The comparison is shown 
in Figs. 6, 7, and 8 for the speed ratios of 0, 0.6 and 0.8, 
respectively. It is evident that centrifugal force has the dom
inant effect on the static pressure rise in the pump. 

Under the zero speed ratio condition, the static pressure rise 
due to centrifugal pressure is significantly higher than the mea
sured static pressure data at the three blade sections. This is 
due to the effect of a large negative incidence angle (; = - 4 3 
degrees) and the third term in Eq. (3) becomes large. 

Under the 0.6 and 0.8 speed ratio conditions, the static pres
sure rise due to centrifugal pressure is about the same as the 
measured data at the mid-span and core sections, but it is about 
10 percent higher at the shell. The discrepancy at the shell is 
probably caused by the diffusion of through-flow velocity from 
the core to the shell section. 

Interpretation of tlie Cp Distribution at SR = 0. At the 
blade mid-span section, the Cp distribution shows that the flow 
at 5^ = 0 is poorly behaved in the first 7 percent of the shell 
meridional length and is fairly well-behaved beyond this point 
to the trailing edge. As a result of a large negative incidence 
angle of about - 4 3 degrees (see Table 1), the role of the pres
sure and suction surfaces is reversed from the leading edge to 
about 7 percent of the shell meridional length. The incidence 
effect is most pronounced in the pump, since the blade was 
constructed from sheet metal with a very sharp leading edge. 
This incidence effect leads to a significant loss in total pres
sure; the pump pressure rise is only 46 percent of the dynamic 
pressure based on tip speed. The pump pressure rise would 
have been significantly higher if the blade leading edge was 
round and blunt (in a similar fashion to the leading edge of 
the stator). 

At the core section, the Cp distribution shows that the flow 
is poorer than that at the mid-span and the last 25 percent of 
the blade is not effective. As a result of a large negative in
cidence angle of about - 3 6 degrees, the Cp is expected to be 
higher on the blade suction surface near the leading edge. The 
fact that the C,, is actually lower there indicates that the flow 
is poorly behaved and the through-flow velocity is small. On 
the pressure surface, the flat Cp distribution also indicates that 

the through-flow velocity is small. Flow separation may exist 
near the core section. 

At the shell section, the Cp distribution shows that the flow 
is also worse than that at the mid-span. The flow is especially 
poor in the first 17 percent of the shell meridional length. In 
this region, the role of the pressure and suction surfaces are 
reversed. This is due to the combined effect of a large negative 
incidence angle and the shell annulus boundary layer. The in
cidence angle at the shell section is a maximum of about - 5 1 
degrees; the inlet blade angle is - 4 0 , - 3 2 , and - 2 5 degrees 
at the shell, mid-span and core sections, respectively. As a 
result, the pump pressure rise at the shell is very poor; it is 
only 48 percent of the dynamic pressure which is about the 
same as that at the mid-span. 

Interpretation of tlie Cp Distribution at SR = 0.6. At 
the mid-span section, the Cp distribution of Fig. 7 shows that 
the flow is fairly well-behaved under the speed ratio of 0.6. 
The pressure rise is significantly higher than that at SR = 0 
(59 versus 46 percent of the dynamic pressure), since the in
cidence angle is only about 3 degrees (see Table 1). Therefore, 
the incidence angle has a major effect on the static pressure 
rise. The blade loading is also significantly higher than that at 
SR = 0. There is no evidence of flow separation at the mid-
span under the 0.6 speed ratio condition. 

At the core section, the static pressure distribution shows 
that the pressure rise at S^ = 0.6 is significantly higher than 
that at 5^ = 0 (32 versus 16 percent of the dynamic pressure). 
The flow at the core section is, however, still poorly behaved 
in spite of the large pressure rise. The blade loading is very 
poor, the Cr is only 0.017. This is probably due to combined 
effects of the positive incidence angle of +10 degrees, the core 
annulus boundary layer, and flow blockage effects at the inner 
housing of the stator. Again, flow sepeuation may occur near 
the core section. 

At the shell section, the Cp distribution shows that the flow 
is poorer than that at the mid-span, but is better than that at 
the core. The static pressure rise is significantly higher than 
that at SR = 0 (64 versus 48 percent of the dynamic pressure), 
since the incidence angle is only about - 5 degrees. It is again 
evident that the incidence angle has a profound effect on the 
static pressure rise. The blade loading is also significantly higher 
than that at SR = 0. 

Interpretation of the Cp Distribution at SR = 0.8. At 
the mid-span section, the Cp distribution of Fig. 8 shows that 
the pressure rise at SR = 0.8 is significantiy higher than that 
at 5^ = 0, but slightly lower than that at 5« = 0.6 (57 at SR 
= 0.8 versus 59 percent at SR = 0.6 versus 46 percent at SR 
= 0 of the dynamic pressure). This is again caused by the 
incidence effect. The incidence is a minimum of +3 degrees 
at SR = 0.6, a maximum of - 4 3 degrees at SR = 0, and +22 
degrees at SR = 0.8 (see Table 1). It is also seen from Fig. 
8 that the Cp distribution on the pressure surface is poor be
tween 7 and 46 percent of the shell meridional length. This 
phenomenon may be caused by the diffusion of the through-
flow velocity from the suction to pressure surface as the fluid 
flows from the pump inlet to exit. 

At the core section, the Cp distribution shows that the pres
sure rise at SR = 0.8 is about the same as that at ST? = 0.6 
(35 versus 32 percent versus 16 percent of the dynamic pres
sure). The flow at the core section is, however, still poorly 
behaved in spite of the large pressure rise. The blade loading 
is very poor; the Cj- is even negative. This is also due to com
bined effects of a positive incidence angle of +29 degrees, the 
core annulus boundary layer and flow blockage effects at the 
inner housing of the stator. Again, flow separation may occur 
near the core section. 

At the shell section, the Cp distribution shows that the pres
sure rise at 5/? = 0.8 is higher than that at SR = 0.6 and SR 
= 0 (69 percent vs 64 percent vs 48 percent of the dynamic 
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pressure). The incidence angle at the shell is about +14 de
grees. The flow is better behaved at the shell than at the mid-
span and core sections, since the incidence angle is a minimum 
there (+14, +22, and +29 degrees at the shell, mid-span, and 
core sections, respectively). 

A Navier-Stokes analysis conducted by By et al. (1995) in 
the same torque converter pump shows that: 1) the flow near 
the core section is indeed separated, 2) there is a strong sec
ondary flow field in the pump, and 3) there is a strong dif
fusion of the through-flow velocity from core to shell and from 
the suction to pressure surface as the fluid flows from the pump 
inlet to exit. 

Potential Flow Analysis. Although the pump flow field 
is not irrotational, an assessment is made using the potential 
flow equation. If the flow is irrotational, a scalar potential 
function (j) exists such that 

V<t> = V (4) 

where V = W + U is the absolute flow velocity. The substi
tution of Eq. (4) into the continuity equation yields 

VV - \/OeflR) = 0 (5) 
The condition of constant total energy at the upstream of the 

pump requires that the flow there must be free vortex, (RVe)^ 
= constant. The requirement of free-vortex flow at the up
stream of the pump is also physically unrealistic, since the 
radius ratio from shell to core is large. 

Ecer et al. (1983) developed a three-dimensional potential 
flow code name TFLOW using the finite element method. 
Equation (5) is solved by sub-dividing the computational do
main into eight noded isoparametric finite elements. A pseudo-
time integration scheme is used to iteratively solve the discre-
tized system of equations. To enhance numerical stability and 
convergence, a relaxation parameter is employed. The TFLOW 
code is used to analyze the pump blade under the three speed 
ratio conditions. The meridional and plan views of the 30 x 
9 x 9 computational grid are shown in Fig. 10. Required input 
flow parameters are rotational speed, mass flow rate, density, 
and pre rotation RVg. Mass flow rate and pre-rotation are es
timated from a one-dimensional performance model. The com
parison between the static pressure distribution predicted by 
the potential flow code and the measured data is shown in Figs. 
6,1, and 8 for the speed ratios of 0, 0.6, and 0.8, respectively. 

Under the zero speed ratio condition, the comparison be
tween the predicted and measured Cp distributions is shown in 
Fig. 6. As a result of the free-vortex requirement, the inlet 
flow angle was about 49, 16, and —12 degrees at the shell, 
midspan, and core sections, respectively. The inlet flow angle 
obtained from a one-dimensional performance analysis is about 
11 degrees (see Fig. 3). At the mid-span, the agreement be
tween the predicted and measured static pressure distribution 
is faMy good. The pressure rise predicted by the code is slightly 
higher than the measured data. The reversal in the static pres
sure distribution near the leading edge is well predicted. The 
blade loading is also well predicted. At the core section, the 
agreement is poor. This is due to the effect of the wrong in
cidence angle imposed by the free-vortex requirement and the 
fact that the flow is not irrotational at the blade core section. 
The pressure rise predicted by the code is fairly good, since 
it is due mainly to the effect of rotation. The blade loading is, 
however, poorly predicted. At the shell section, the agreement 
is also poor for the same reasons. The same type of results are 
obtained for SR = 0.6 and SR = 0.8 and is not repeated to 
keep the number of pages to a minimum. 

There are two important conclusions about the ability of a 
potential flow code in predicting the static pressure distribution 
in a pump. First, a potential flow code can fairly well predict 
the static pressure distribution at the blade mid-span section, 
since the pressure field is nearly irrotational there and the inlet 
flow angle imposed by the free vortex condition is realistic. 

Fig. 10 Meridional and pian views of the 30 x 9 x 9 pump grid 

Second, a potential flow code predicts very poorly the static 
pressure distribution at the shell and core sections, since the 
inlet flow angle imposed by the free-vortex condition is un
realistic there and the pressure field is not irrotational at the 
two annulus-wall sections. 

Conclusions 

Important conclusions drawn from this investigation are: 
1) The static pressure distribution is poor at the core section 

under all speed ratio conditions; the flow may be separated 
near the core at all speed ratio conditions. 

1) The pump static pressure field changes drastically from 
the shell to the core section. Hence, the one-dimensional flow 
theory cannot accurately predict the spanwise distribution of 
the blade torque coefficient. Centrifugal force is found to have 
a dominant effect on the static pressure rise in the pump. 

2) Under the zero speed ratio condition, the static pressure 
distribution is reversed in the first 7 and 17 percent of the shell 
meridional blade length at the mid-span and shell sections, re
spectively. The incidence effect is most pronounced in the pump, 
since the blade is constructed from sheet metal with a very 
sharp leading edge. The blade torque coefficient is almost con
stant at the three blade sections. 

3) The static pressure distribution under SR = 0.6 condition 
is significantly better than that under SR = 0. The pressure 
rise is significantly higher at the three blade sections. The flow 
at the core section is still poorly behaved in spite of the large 
pressure rise, since the blade loading is very small. The CT 
distribution is good at the shell and mid-span sections, but it 
is poor at the core. 

4) The static pressure distribution under SR = 0.8 condition 
is significantly better than that under SR = 0, but slightly poorer 
than that under SR = 0.6. The CT distribution is good at the 
shell and mid-span sections, but it is poor at the core. 
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5) A three-dimensional potential flow code can fairly well 
predict the static pressure distribution at the blade mid-span 
section under all speed ratio conditions, since the static pres
sure field there is nearly potential. At the core and shell sec
tions, however, the predicted Cp distribution is poor. 
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A P P E N D I X 
Analysis of Measurement Errors. 

The total measurement error (ET) is the sum of the bias error 
(EB) and the precision error (£/>). The bias and precision errors 
are the fixed and random components of the total error, re
spectively. If the bias and precision errors are known, the total 
measurement error can be calculated as follows 

Er = ^JiEgf + {Epf (6) 
The bias error consists of errors of the pressure transducers, 

errors of the slip ring, errors of the data acquisition system, 
and others. It was the same in every reading and it was reduced 
to a minimum by calibration. Since 1200 sample outputs were 
recorded for each reading during a measurement span of 60 
seconds, it was possible to place 95 percent confidence limit 
on the true mean population (Pavg)- The standard deviation {&) 
was less than 2 percent of the mean value. The maximum bias 
error is about ±0.04 kPa based on 95 percent confidence level 
using the t distribution. 

The precision error is the error associated with the repeat
ability of the measurement. It consists of errors associated with 
the trapped air in the hydraulic pressure lines, errors associated 
with induced-flow disturbances, and others. The maximum 
precision error is about ±0.80 kPa based on 95 percent con
fidence level using the t distribution. As expected, the preci
sion error is significantly larger than the bias error. 

The total measurement error is found from Eq. (6) to be 
about ±0.80 kPa or ± 1 percent of the dynamic pressure based 
on blade tip speed. 
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Navjer-Stokes Analysis of the 
Pump Flow Field of an 
Automotive Torque Converter 
A three-dimensional, incompressible, viscous flow code, developed by NASA AMES 
(INS3D) using the pseudo-compressibility method, is modified for torque converter 
flow field computations. The code is used to predict the velocity and pressure fields 
in the pump of an automotive torque converter. Numerical results are compared to 
measured static pressure and velocity distributions. Results show that: 1) the code 
can fairly well predict the Cp distribution, the distribution of the through-flow ve
locity, and the secondary flow field, 2) pump rotation has a major effect on the 
secondary flow field and on the mass-averaged total pressure loss, and 3) inlet 
velocity profiles have a profound effect on the mass-averaged total pressure loss. 

Introduction 

The numerical simulation of three-dimensional incompres
sible viscous flows is a difficult and challenging task, because 
the governing system of time-dependent equations is elliptic-
parabolic. Therefore, time-marching methods for the hyper
bolic type of equations can not be directly applied. To resolve 
this problem, Chorin (1967) proposed the concept of pseudo-
compressibility. In the pseudo-compressibility method, an ar
tificial compressibility is introduced by adding a time-deriva
tive of pressure to the continuity equation. Together with the 
momentum equations, the resulting system of equations be
comes hyperbolic-parabolic. Therefore, efficient numerical 
implicit schemes developed for compressible flows can be im
plemented. 

Kwak et al. (1986) and Rogers et al. (1987 developed a 
three-dimensional, incompressible, viscous flow code named 
INS3D using the pseudo-compressibility method. The code has 
the following features: 1) the coordinates are transformed for 
general three-dimensional applications, 2) a central differenc
ing scheme for spatial discretization and an implicit factori
zation scheme for temporal discretization are used, 3) a sec
ond-order implicit artificial dissipation and a fourth-order explicit 
artificial dissipation are employed to enhance numerical sta
bility, and 4) the flow is assumed to be laminar. There are two 
basic versions of the code that have been made available to 
the public. In the first version of INS3D, an approximate fac
torization scheme is used to perform the inversion of three block 
tridiagonal matrices. In the second version of INS 3D, a di
agonal scheme is used to perform the inversion of four scalar 
tridiagonal systems. The diagonal scheme was reported to be 
2.5 to 3 times faster than the block approximate factorization 

scheme. This code was validated and tested for numerous ap
plications, including flow in a 90 degree curved duct, flow in 
a rocket pump, and flow in the Penn State artificial heart. 

The objective of this study is to assess the role of compu
tational fluid dynamics on the analysis of the pump flow field 
of a torque converter. The second version of the INS3D code 
was modified for the computation of the pump flow field. The 
following features were implemented to the INS3D code: 1) 
periodic boundary conditions, 2) system rotation, 3) low 
Reynolds number two-equation turbulence models, and 4) lo
cal time stepping. 

Pseudo-Compressibility Method 
and Modeling Procedure 

Governing Equations. The governing equations for in
compressible flow in a rotating coordinate system are 

dQ d d d 
— + - (£ - £,) + - (F - F„) + - (G - C ) = 5 (1) 
at dx dy dz 

The vectors Q, E, F, G, E^, F^, G„ and S are defined as 
follows 

p/p 

Q 
u 

V 

w 

S = 

0 

-(diTu'/dx + di/V/dy + duW/dz) 

ify + Iflw - (dVif/dx + dW/dy + dVw'/dz) 

.nh - Iflv - {dvTu'/dx + d\7iy/dy + dw'w'/dz). 
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E = 

I3u 
u^ + p/p 

uv 

uw 

, E, 
1 

P 

0 

2/x du/dx 

fi(du/dy + dv/dx) 

_fJi(du/dz + dw/dx) 
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F = 

G = 

uv 

v" + p/p 

vw 

Pw 
uw 

vw 

,w^ + p/p. 

F.= 

G = 

0 

IJ.{dv/dx + du/dy) 

2p. dv/dy 

.p,{dv/dz + dw/dy). 

0 

IJ.(dw/dx + du/dz) 

li{dw/dy + dv/dz) 

Ip, dw/dz 

(2) 

where /3 is the pseudo-compressibil i ty constant , CI is the an
gular velocity, and rotation is clockwise about the x-axis. Tur
bulence Reynolds stresses, Coriolis force and centrifugal force 
appear in the source term of Eq. (2). The resulting system of 
equations is hyperbolic and can be solved efficiently using an 
implicit t ime-marching scheme. When the flow variables con
verge to steady-state values, the modified continuity equation 
satisfies the divergence-free velocity field condit ion. 

Turbulence Modeling. T o solve Eq . (1) , additional equa
tions must be provided to evaluate the turbulence Reynolds 
stresses, « /«] . F rom the Boussinesq approximation, a turbulent 
or an eddy viscosity, p,„ is defined as 

— pUjUj = p,, 
dUj 

dX: 

^dUj 

dx,. 
• kS;; (3) 

where 6y is the Kronecker delta and k is the turbulent kinetic 
energy. Equation (1) can be solved if p., and k are known. The 
role of an eddy viscosity turbulence model is to determine p,, 
and k. The q-o) model as proposed by Coakley (1983) was 
incorporated and used in this investigation. The velocity scale 
{q) and the specific dissipation rate of turbulent kinetic energy 
(w) are 

q = Vk, (o = e/k (4) 

where k is the turbulent kinetic energy and e is the dissipation 
rate of turbulent kinetic energy; and they are defined as 

1 du', du'i 
fC Lit vi! 

2 dXj dXj 
(5) 

The transport equations for q and &> are in the form 

dQ' a d d 
—- + -(E'-El) + - (F' -Fl) + - ( C - Gl) = S' (6) 
at dx ay dz 

where the vectors Q', E', F', G', El, Fl, Gl, S' are 

Q' 

E' = 

q 
U) 

, E' = 
uq 
U(0 

, F'= 
vq 
vio 

, G' = 
wq 
WO) 

l^ + 
p . , \ dq' 

Pr,/ dx 

/x, \ do) 

Pr„,/ Bx. 

Fl = -
P 

P r , / By 

p,+ 
p,, \ dw 

P r J dy. 

G' = 

p.,\ dq 
p. + — — 

PrJ dz 

p, + — 
Pr<„ 

S' = 

do) 

dzJ 

q ICfJ) IdUj du\ dUi 

2 \ w \dXj dxJ dXj 

(dUi du\ dUi ^ 
CiC^ ( — + — ) — - C2<o^ dXj dxJ dx^ 

(7) 

The coefficients and functions are given in Coakley (1983). 
The turbulent transport equations of Eq. (6) are in the same 

vector form as the mean flow equations of Eq. (1). Therefore, 
the same numerical technique can be used to solve the two 
sets of equat ions. That i s , the transport equations are solved 
in a similar fashion to the mean flow equations, but they are 
uncoupled from the mean flow equat ions. Specifically, at each 
iteration, the four mean flow equations are solved by using the 
value of eddy viscosity, p,„ calculated from the previous it
eration. Then the turbulent transport equations for q and (o are 
solved sequentially. 

Equations (1) and (6) are transformed from physical space 
to computat ional space by the following relations: f = ^(x, y , 
z, t), -q = Tfix, y , z, t), ^ — l(x, y , z, /)• The transformed 
equations are given in Rogers et al. (1987) for laminar flows. 

Numerical Technique. The numerical procedure consists 
of the following: 

Nomenc la ture 

Cp = static 

k = 

A = area 
pressure coefficient, 

{p - p,.f)/(0.5pUl) 
H = blade span or height (see Fig. 

3) 
turbulent kinetic energy 
(TKE) as defined in Eq. (5) 
meridional blade length (see 
Fig. 3) 
static pressure 
p + Q.5p(W^ - t / ' ) 
turbulent velocity scale as 
defined in Eq. (4) 
volume flow rate (Q), m^/s 
blade spacing or pitch 

Re/, = Reynolds number based on 
meridional length, W„L/v 

SR = ratio of turbine to pump 
speed 

t_ = time 
u'lUj = turbulence Reynolds stresses 

^ = 

Q 

s 

u, V, w = velocity components in the 
Cartesian coordinates 

U, V, W = blade, absolute flow, rela
tive flow velocity 

X, y, z = Cartesian coordinates 
X, Y, Z = coordinate in the meridio

nal, blade-to-blade, span-
wise direction (see Fig. 3) 

p = density in kg/m' 
p = kinematic viscosity in m'^/s 

fi = angular velocity in rad/s 
j8 = pseudo-compressibility con

stant 
f, Tj, ^ = curvilinear coordinates 

e = dissipation rate of TKE as 
defined in Eq. (5) 

(o = specific dissipation rate of 
TKE as defined in Eq. (4) 

/x, p,, = molecular, turbulent viscos
ity in kg/m.s 

^ = mass-averaged total pres
sure loss coefficient as de
fined by Eq. (9) 

Subscripts 

r, a, 6 = radial, axial, tangential di
rection 

s, m, 6 = spanwise, meridional, tan
gential direction 

i, j , k — index in the streamwise, 
pitchwise, spanwise direc
tion shell, core blade shell, 
core section (see Fig. 1) 

ref = reference 
tip = tip location of the pump 

blade 
loo, 2oo = at the inlet, exit of the com

putational grid 
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Fig. 1 Geometry of the actual and modeled pumps 

1) The numerical algorithm used to advance the transformed 
equations in time is an implicit, time marching, approxi
mately-factored, finite-difference scheme. 

2) A second order accurate central differencing scheme is 
used for spatial discretization. 

3) The four mean-flow equations are solved in coupled form 
using the diagonalized approximate factorization scheme. The 
use of the diagonal scheme requires the inversion of four scalar 
tri-diagonal systems three successive times at each iteration. 
The two turbulent transport equations are solved in uncoupled 
form using the standard approximate factorization scheme (ADI). 

4) A small amount of 4th difference artificial dissipation, 
scaled by the spectral radius of the inviscid flux Jacobian, is 
added explicitly to the RHS of Eq. (1) to stabilize the central 
difference scheme. Additionally, 2nd difference artificial dis
sipation operators are included implicitly. 

Modeling Assumptions and Errors. It would be desirable 
to simultaneously simulate the flow fields in the pump, in the 
turbine, and in the stator. Since it is not practical to perform 
such a task, the pump element is modeled as a single unit in 
steady-state mode. There are several key assumptions associ
ated with this approach. First, the flow is assumed to be steady. 
Second, interaction effects between pump/turbine are as
sumed to be negligible (the interaction effects between stator/ 
pump is partially accounted for in the inlet boundary condi
tions). Third, the flow is assumed to be periodic. Fourth, the 
inlet profile of the mean velocity components, the inlet tur
bulence intensity, and the inlet turbulent length scale must be 
assumed for the specification of inlet boundary conditions. Fifth, 
the time-averaged Navier-Stokes equations and the low Reyn
olds number two-equation model are assumed to be valid for 
the computation of the pump flow field. It is hoped that the 
assumptions made here are realistic enough to provide impor
tant insights into the pump flow field. 

There are two types of errors. First, the above assumptions 
lead to some physical errors, since: 1) the actual pump flow 
field is unsteady and the interaction effects between the ele
ments are significant, 2) inlet boundary conditions are not gen
erally known and vary from one torque converter to another, 
and 3) eddy viscosity models are known to be inadequate for 
the prediction of complex shear layers such as those in the 
pump flow field. Second, the modeling procedure introduces 
some numerical errors, since the geometry of the upstream of 
the pump inlet, as shown in Fig. 1, is poorly modeled. In 
addition, implicit and explicit artificial dissipations may have 
some effects on the accuracy of the numerical solution. 

Grid. The IGB grid code, developed by Beach (1989), was 
used to generate a structured H grid for the pump blade pas
sage. It contains a combination of algebraic and elliptic tech
niques coded for use on a Silicon Graphics workstation. IGB 
generates a 3-D grid in a blade row by stacking a series of 
surfaces between the hub and the tip. Smoothing of the grids 

Fig. 2 Meridional and streamwise views of 125 x 41 x 41 grid 

within these surfaces is performed by interactively invoking 
an elliptic smoother. 

Figure 2 shows the meridional view of the 125 X 41 x 41 
pump grid along the mid-channel of the blade passage. The 
grid consists of 125, 41, and 41 grid stations in the streamwise 
(inlet to exit), pitchwise (suction to pressure), and spanwise 
(shell to core) directions, respectively. There are 20 grid sta
tions upstream of the blade leading edge and 20 grid stations 
downstream of the blade trailing edge. A streamwise view of 
the grid at the mid-chord plane is also shown in Fig. 2. To 
effectively capture viscous effects, grids are clustered near blade 
and wall surfaces. The 41 X 41 cross-stream grid provides 
good resolution; the value of y* is about 3 at grid point ad
jacent to the blade surfaces and along the core and shell hous
ings. The authors performed grid resolution studies using a 
125 X 81 X 41 and 125 x 41 x 81 meshes. Because the flow 
Reynolds number is rather small (Re^ = 5,100), it was found 
that solutions obtained with the 125 x 41 x 41 mesh were 
nearly identical to those with finer meshes (the difference in 
the total pressure loss was less than 2 percent at mid-span). 

Results and Discussion 

The inlet flow boundary conditions were obtained from a 
laser velocimetry measurement (LDV) of an identical torque 
converter at SR = 0.8. The LDV measurement was conducted 
by Gruver (1992) at three planes (inlet, mid-chord, and exit 
planes). The coordinate system and the velocity components 
are defined in Fig. 3. At the inlet of the computational plane, 
the spanwise velocity component is assumed to be negligible. 
The spanwise distribution of the through-flow velocity (V„) 
and the relative tangential velocity (We) is shown in Fig. 4. 

The code was run on the GMR Cray Y-MP. Input param
eters used to run the code are summarized in Table 1. For 
turbulent flow computations, the code executes at approxi
mately 2.8 X 10 ' CPU seconds/(grid point * iteration). For 
the pump case with 210,125 grid points, it takes about 60 CPU 
minutes. 

Comparison With the Measured Cp Distribution. The 
comparison of the Cp distribution is shown in Fig. 5. The data 
was measured by By and Lakshminarayana (1995). 

At the shell section, the agreement is very good between 
numerical and experimental results. The pressure rise and the 

118/Vol. 117, MARCH 1995 Transactions of the ASIUE 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



U-Sb.OA «« 

STREAMWISE VIEW 

l -Y/s^ 

- - J 

^ INLET MEASUREMENT PLANE 

IRAOIAL SPAN 

' »• AXIAL L., 
Fig. 3 Coordinate system and velocity components 
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Fig. 4 Measured spanwise distribution of {V^/Ut^) and {We/U„p) at the 
Inlet computational plane 

Table 1 Input parameters used to run the code 

Inlet free-stream turbulence intensity, percent 
Inlet free-stream turbulence length scale, mm 
Total volume flow rate (Q), mVs 
Inlet flow angle, degrees 
Incidence angle, degrees 
Rei 
Pump rotation (Op), rad/s 

blade loading are well predicted. Near the blade leading edge, 
the code under predicts the effect of a large positive incidence 
angle of 22 degrees. As a result, the pressure rise predicted 
by the code is slightly higher than the measured Cp distribu
tion. 

At the mid-span section, the agreement is good, but it is 
slightly poorer than that at the shell. The pressure rise is well 
predicted by the code. On the suction surface, the agreement 
is very good except near the blade trailing edge. On the pres
sure surface, the agreement is poorer. The code predicts a lower 
Cp distribution in the first 18 percent of the shell meridional 
length. From 18 to 54 percent of the shell meridional length, 
the predicted Cp distribution is significantly higher. The data 
shows that the Cp on the pressure surface is poorly distributed 
between 7 and 46 percent of the shell meridional length; the 
code does not predict this phenomenon accurately. 

At the core section, the agreement is good, but it is also 
poorer than that at the shell. The pressure rise is well predicted 
by the code. The predicted blade loading, however, is signif
icantly higher than the measured data. The discrepancy be
tween the two results may be largely due to the incorrect spec
ification of the inlet velocity profiles near the core section. 

Comparison with the LDV Velocity Data. The meridi
onal velocity predicted by the INS3D code is compared to the 

Fig. 5 Comparison of measured and predicted Cp distribution 

LDV velocity data measured by Gruver (1992). The compar
ison is shown in Fig. 6 at the exit plane; it is made at 5 span-
wise locations (10, 30, 50, 70, and 90 percent, starting from 
the shell). At each spanwise location, there are 18 measure
ment points from the suction to pressure surface. The merid
ional velocity is normalized by blade tip speed. 

Considering the complexity of the pump flow field and the 
assumptions associated with the numerical simulation, the overall 
agreement between the numerical results and the velocity data 
is very good. The agreement is good at all spanwise locations. 
It is, however, slightly poorer at 90 percent of the blade span. 
The discrepancy may be largely due to the incorrect specifi-
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NUMERICAL SOLUTION WITH ROTATION 

. - • ' u * CORE 
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Fig. 6 Distribution of (V„/U,ip) at the exit plane 

Fig. 7 Spanwise and pitchwise distributions of (Kn/Uup) 

cation of the inlet velocity profiles near the core section. At 
all spanwise locations, V„ is maximum near the pressure sur
face and minimum near the suction surface. As expected, the 
meridional velocity near the shell section is significantly higher 
than that near the core section. 

Interpretation of the Pump Flow Field 

Diffusion of the Meridional Velocity. The spanwise and 
pitchwise distributions of V„ are shown in Fig. 7. In the span-
wise distribution, V„ at each spanwise location is obtained by 
averaging velocities in the pitchwise direction. Similarly, in 
the pitchwise distribution, V„ at each pitchwise location is ob
tained by averaging velocities in the spanwise direction. 

In the spanwise distribution, there is a strong diffusion of 
the meridional velocity from the core to the shell section as 

If t t , , , , •.^^\l 

* S ^ ^ M ^ ^ ^ ^ ^ ^ $ § $ ? J ? l i i U 

Fig. 8 Predicted secondary flow field at the mid-chord plane with and 
without pump rotation 

the fluid flows from the pump inlet to exit. In the pitchwise 
distribution, there is a strong diffusion of the meridional ve
locity from the suction to pressure surface. At the mid-chord 
and exit planes, the meridional velocity is maximum near the 
comer of the shell and the pressure surface and is minimum 
near the comer of the core and suction surface. 

Secondary Flow Field. A strong secondary flow field ex
ists at the mid-chord and exit planes. It can be visualized by 
plotting the relative tangential and relative spanwise velocity 
components in vector form. The numerical results are shown 
in Figs. 8 and 9 for the mid-chord and exit planes, respec
tively. The most striking feature of this secondary flow field 
is that it circulates counter clockwise at the mid-chord plane, 
but it switches to clockwise circulation at the exit plane. 

To determine the causes of this secondary flow field, an 
analysis is made for the case without pump rotation. In this 
case {ilp = 0), the flow in the blade passage is reduced to the 
flow in a curved duct, since the pressure rise due to centrifugal 
pressure is zero. The grid and all input parameters are identical 
except that Op = 0. The predicted secondary flow field is shown 
in Figs. 8 and 9 for the mid-chord and exit planes, respec
tively. At both planes, the secondary flow velocity compo
nents are much smaller for the flp = 0 case. It is clear that 
rotation has a major effect on the development of secondary 
flow in the pump. 

The expression for secondary vorticity in a rotating coor
dinate system for inviscid, incompressible flow is given in 
Lakshminarayana and Horlock (1973). It is expressed as fol
lows 

1(^ 
ds \pW, 

2w„ 2/2 X 

2pWR pW 
(8) 

where w is the vorticity in absolute flow, Wj and w„ are its 
components in the relative streamline {s) and principle normal 
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(n) directions, respectively, IV is the relative velocity, and R 
is the radius of curvature. There are three kinds of secondary 
flows in the torque converter pump. The secondary flow of the 
first kind is associated with the annulus wall boundary layer 
and the curvature of the blade camber (2w„i/2pVV'i?,). This sec
ondary flow can be clearly seen from the distribution of the 
relative tangential velocity component near the core and shell 
housings in Figs. 8 and 9. This is marked SI on the plots. The 
secondary flow of the second kind arises due to the blade 
boundary layer and the curvature of the core and shell housings 
(2w„2/2pW/?2)- This secondary flow can be clearly seen from 
the distribution of the relative spanwise velocity component 
inside the boundary layers on the two blade surfaces. This is 
marked S2 on the plots. These two types of secondary flows 
are mainly confined to annulus wall regions and blade bound
ary layer regions. 

The secondary flow of the third kind is marked S3 on the 
plots. It is evident from the numerical results (with and without 
rotation) that this type of secondary flow is caused by rotation 
10, X M/PW^ • s. This secondary flow (S3) is dominant in the 
pump flow field, the absolute vorticity at the pump inlet is 
mainly due to velocity gradient in the spanwise direction (see 
Fig. 7). It is clockwise and dominant from 10 to 75 percent 
of the blade span (starting from the shell). According to Eq. 
(8), the induced secondary flow (S3) should be counter clock
wise downstream of the inlet plane. The counter clockwise 
circulation at the mid-chord plane is confirmed by the numer
ical results. 

The secondary flow field is reversed between the mid-chord 
and exit planes. This results was confirmed by the LDV ve
locity data of Gruver (1992). One possible cause is that w may 
change direction between the two planes. 

Mass-Averaged Total Pressure Loss. The mass-aver
aged total pressure loss between X = X|„ and any streamwise 

0.067 . 

LOSSCOEFF 

MEASURED INLET VEL PBOFILE WITH ROTATION 6.3% 

/ • ^ J N I F G R M INLET VEL PROFILE 
X WITH ROTATION \ ^ - S ^ ^ ^ — 

y^ ^^^^^'^^ 

^̂ ^̂ ^̂ ^̂ '"""̂  

' - " ' ^^WITHOUT ROTATION 

0.60 
)OLahell 

Fig. 10 Comparison of mass-average total pressure loss ({) 

location X is 

i = 
1 

e(o.5pt/,]p) 
j 1 PW^-dk),^ - I P*{W-dA)\ (9) 

Equation (9) is used to calculate the mass-averaged total 
pressure loss as a function of the normalized meridional length. 
The predicted total pressure loss (^ for the measured inlet ve
locity profile case is shown in Fig. 10. The mass-averaged 
total pressure loss in the pump is about 6.3 percent of the dy
namic pressure based on pump tip speed. From Fig. 5, the 
average Cp rise in the pump is only about 0.6 of the dynamic 
pressure. Therefore, the total pressure loss is about 10 percent 
of the pump pressure rise. This 10 percent loss is very sig
nificant, since it may be the biggest source of Josses in the 
torque converter at S/? = 0.8. The loss varies almost linearly 
from leading to the trailing edge. The loss downstream of the 
trailing edge (between X^ and X2„) is significant and it is due 
to wake mixing. 

The predicted total pressure loss for the /2f. = 0 case is also 
shown in Fig. 10. It is about 3.7 percent of the dynamic pres
sure or 58 percent of the loss for the case with pump rotation. 
This result is expected, since the secondary flow field is sig
nificantly reduced for the dp — ^ case. 

To further investigate causes of loss, an analysis is made for 
the case where inlet velocity profiles are uniform. The span-
wise distribution of inlet velocity components (V„,, Vj and W^ 
is obtained from a one-dimensional performance model. The 
grid and all input parameters are identical except for the inlet 
velocity profiles. The predicted total pressure loss is compared 
to the other results in Fig. 10. The total loss for the uniform 
inlet velocity case is about 3.9 percent of the dynamic pres
sure; it is about 38 percent less than the loss for the measured 
inlet velocity profile case. This result is realistic, since there 
is no velocity gradient associated with the uniform inlet ve
locity case except for the no slip condition imposed on the 
blade surfaces and annulus walls. Therefore, the key to min
imizing loss is to optimize inlet velocity profiles, such that 
velocity gradients in the spanwise and pitchwise directions are 
minimum. 

Discussion. In spite of the shortcomings associated with 
the modeling assumptions and errors, computational fluid dy
namics can play an important role in the analysis and design 
of torque converter components. Considering the complexity 
of the pump flow field, the predicted results are pretty good. 
A Navier-Stokes code can be used to predict: 1) the spanwise 
and pitchwise distributions of the through-flow velocity, 2) the 
development of secondary flow in the pump, 3) the mass-av
eraged total pressure loss in the blade passage, 4) the effects 
of inlet velocity profiles on the total pressure loss, and 5) the 
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effects of pump rotation on the secondary flow field and on 
the total pressure loss. Furthermore, a Navier-Stokes code can 
be used to perform parametric studies, such as the effects of 
blade spacing, inlet/exit blade angles, and torus shape. Sim
ilarly, a Navier-Stokes code can also be used to analyze the 
flows in the turbine and in the stator. 

The most serious limitation is in turbulence modeling. In 
this investigation, the Reynolds number is only 5100 based on 
meridional blade length. For large passenger car applications, 
the Reynolds number can be an order of magnitude higher. It 
is well known that two-equation turbulence models are not ef
fective in predicting flow fields with low Reynolds number. 
Further numerical investigations are needed to determine the 
effects of Reynolds number, rotation, and curvatures on the 
numerical results. 

Conclusions 
The INS3D Navier-Stokes code can be used to effectively 

predict the pump flow field. The code can fairly well predict 
the static pressure distribution, the distribution of the through-
flow velocity, and the secondary flow field. In addition, it is 
found that: 1) the inlet velocity profile has a profound effect 
on the mass-averaged total pressure loss and 2) pump rotation 
has a major effect on the secondary flow field and the mass-
averaged total pressure loss. 
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Centrifugal Pump Performance 
During Transient Operation 
The effect of transient operation on the hydrodynamic performance of a centrifugal 
pump impeller was investigated experimentally. All experiments were conducted in 
the Naval Undersea Warfare Center's Impeller Test Facility (ITF), which was 
designed and built for transient and steady-state operation impeller research. The 
ITF provides transient operation through simultaneous control of both impeller 
rotational speed and flow rate over time. The impeller was accelerated from rest 
with peak angular accelerations up to 720 radians/s^ and inlet flow mean accel
erations up to 1.7 g, reaching a peak rotational speed of 2400 rpm and a flow rate 
of 416 l/s. The impeller was then decelerated to rest. Results showed substantial 
transient effects in overall impeller performance and demonstrated that the quasi-
steady assumptions commonly used for the design of impellers that operate under 
high transient (accelerating or decelerating) conditions are not valid. 

Introduction 
Although pumps have been used for many years as prime 

movers in hydraulic systems, most of these applications re
quired steady-state operation where pump performance at 
startup or shutdown was of no concern. Several applications 
in the Navy and industry, however, require controlled transient 
operation from startup to shutdown. One such Navy appli
cation is the pump used to launch weapons from submarines. 
This pump operates under highly transient conditions through
out the launch. 

To date, weapon ejection pump impellers, along with those 
for other known transient applications, have been designed 
exclusively by applying quasi-steady analysis and techniques 
and ignoring any potential transient effects. This approach 
assumed that, at any instant in time during a transient, all flow 
conditions (and, hence, pump performance) were identical to 
those during steady-state operation while operating at the in
stantaneous pump speed and flow rate. This approach was 
taken because little was known about the physics of transient 
impeller operation. 

Most transient flow studies, such as those reported in Saito 
(1982), Barrand et al. (1993), and Nguyen Due et al. (1993), 
investigated the effect of transient operating conditions on the 
complete flow system without specifically concentrating on the 
pump, although some impeller related data were presented. 
Conversely, few studies have focused on the behavior of the 
impeller itself during transient operation such as those con
ducted by Tsukamoto et al. (1982) and (1986). The first Tsu-
kamoto study was an experimental and numerical study that 
investigated pump performance during startup. The second 
study experimentally evaluated performance as the pump was 
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decelerated to a stop. A conventional single-stage radial flow 
pump was used. Limited control over the startup transient was 
obtained by controlling pump rotational speed through the use 
of an electromagnetic clutch. Transient performance was ob
tained by measuring the instantaneous pressure rise across the 
pump. 

The first study presented numerical resuhs based on con-
formal mapping (rotational to linear cascade) inviscid calcu
lations; the results agreed qualitatively with the experimental 
data. Both experimental and numerical results indicated an 
improvement in the transient performance over the quasi-steady 
performance at the start of the transient; the improvement was 
thought to be a result of impulsive pressure. This was followed 
by a period of reduced performance relative to the quasi-steady 
predictions and was thought to be due to lag in the formation 
of circulation and lift on the impeller blades. 

The primary objective of the present study was to evaluate 
the quasi-steady assumption used to date by measuring the 
overall hydrodynamic performance of a centrifugal impeller 
while operating under both transient and steady-state condi
tions in the same facility. Follow-on studies have been initiated 
to investigate details of the transient flow field and cavitation. 

This paper describes the test facility, instrumentation, test 
procedures, and test results obtained during the transient and 
steady-state hydrodynamic performance testing of the im
peller. Four different transient profiles were evaluated. Each 
profile consisted of an initial duration of high acceleration 
followed by a relatively gradual deceleration. 

Experimental Procedure 
All experiments were conducted in the Naval Undersea War

fare Center's Impeller Test Facility (ITF). Unlike other stand
ard pump test facilities that provide only steady-state operation, 
the ITF also allows transient operation. Control systems for 
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transient operation have been developed which operate si
multaneously in order to produce user specified impeller ro
tational speed (N) and flow rate (Q) time histories. Simultaneous 
control of these variables provides a means of maintaining the 
desired time history for the parameter being modeled—the 
nondimensional flow coefficient Cg, which is defined as 

Q = 
Vx •K(LP'-(f)/4 
U vND 

60 

(1) 

N, = 3400 (rpm, gpm. ft) 
N,„ = 66 {rpm, mVs, m) 
|!,= 20' 
8 BLADES 

Fig. 1 Test Impeller 

where D is the blade inlet tip diameter, d is the hub diameter, 
Vx is the annular inlet velocity, and U is the impeller tip speed 
at inlet and is proportional to N ' D. 

The major dimensions and parameters of the impeller design 
are provided in Fig. 1. As shown, the impeller has eight blades 
and a design specific speed of 66 (rpm * Vri?7s/m°") or 3400 
(rpm * Vgpm/ft""). 

The layout of the ITF (see Lefebvre and Barker, 1991) is 
shown in Fig. 2. The facility is a closed-loop recirculating 
system. The impeller under test is housed in the test section 
that was designed to simulate the near impeller flow field of 
an actual submarine impulse tank. The design of the impulse 
tank can accommodate a wide range of impellers and the ad
dition of a diffuser or collector at the impeller discharge if 
required in the future. No diffuser was used during the present 
study. 

Visual access for future flow visualization and laser Doppler 
velocimeter (LDV) measurements at the impeller discharge is 
obtained through 6-in.-diameter viewing ports on each side of 
the test section. The inlet flow to the impeller is through a 12-
in.-diameter clear cast acrylic pipe that allows visual access to 
the leading edges of the blades. 

The flow into the inlet pipe is conditioned by a 36-in. di
ameter settling tank and nozzle with 6-in.-long, l/4-in.-cell 
size honeycomb sandwiched between each of the two flanges 
at the settling tank. The resulting flow at the inlet pipe entrance 
has a velocity profile uniform within 1.0 percent across its 
diameter and a turbulence intensity of less than 1.0 percent. 

The flow in the facility is developed by the test impeller, 
which is powered by two General Electric, 200-hp, low-inertia, 
DC electric motors connected in series. The instantaneous ro
tational speed of the motors is controlled by a dedicated mi-
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Fig. 2 Impeller test facility 

Nomenclature 

C(, = nondimensional static head 
coefficient 

Ch = quasi-steady value of Q 
Cft,̂  = transient value of Q 
C, = nondimensional flow coeffi

cient 

d = impeller hub inlet diameter 
D = impeller blade inlet tip diame

ter 
g = acceleration due to gravity 

H = head developed by the pump 
A'̂  = rotational speed 

Q = flow rate 
U = impeller inlet tip speed (a to 

N'D) 
Vx = annular inlet velocity 
a = angular acceleration (rad/s^) 

124/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



croprocessor-based feedback control system, which has both 
steady-state and transient operating capabilities. The feedback 
signal is the rpm from a tachometer mounted on the motor 
shaft at the rear of the motors. The command signal, whether 
one constant value of rpm for steady-state operation or a file 
of rpm versus time for transient operation, is downloaded from 
an IBM-compatible PC to the microprocessor controller. The 
PC is used for all interfacing with the controller, including 
setting of all safety and operational parameters. 

Flow rate is controlled by a second control system which 
governs the motion of the 16-inch-diameter control valve in
stalled downstream of the test section. The feedback signal is 
the valve position as measured by a position indicator mounted 
on the valve stem. The command signal is generated by a second 
IBM-compatible PC. This control system operates in either 
steady-state mode or transient mode; for the latter, a transient 
valve position time history affords transient flow-rate control. 
This PC also controls initiation of all events, including gating 
of data acquisition hardware and triggering of the motor con
trol system. 

A second 16-in.-diameter valve is installed downstream of 
the control valve. This manually actuated valve is used to 
"load" or add additional hydrodynamic losses in the facility. 
In this way, the pressure drop required in the facility to control 
flow rate is accomplished across both the manual and the 
transient valve. This results in reduced noise and a lower sus
ceptibility to cavitation at the valves relative to the case where 
the total pressure drop occurs over just one valve. This was 
desirable for planned future impeller noise and cavitation ex
periments requiring low facility noise. During a transient run, 
the manual valve is set to a stationary position chosen to 
provide the best distribution of pressure drop (low cavitation 
susceptibility) across each of the valves. 

To reduce structural and fluid-borne noise, vibration and 
noise isolators are used where appropriate. The water in the 
facility is conditioned by use of a deaerator, a filter (1 to 25 
microns), and a heat exchanger. Provision is included for con
ducting tests at facility pressures ranging from a slight vacuum 
up to a gauge pressure of 758,500 pascals (110 psig). In this 
study all tests, steady-state and transient, were conducted at 
facility pressures sufficiently high to preclude cavitation. 

Pump hydrodynamic performance was obtained through 
measurements from the transient flowmeter, the high fre
quency response pressure sensors located in the inlet pipe and 
the test section, the torque meter located between the motor 
and impeller shafts, and the impeller rotational speed from 
the motor tachometer. Instantaneous flow rate was monitored 
to within ± 1 percent of reading accuracy in either steady-state 
or transient operation by a transient, electromagnetic flow
meter (see Lefebvre and Durgin, 1990). Pressure transducers 
were installed at two locations in the test section. One sensor 
was on top, while the second one was in one of the side viewing 
ports. These sensors allowed for the identification of any asym
metry in the discharge flow field. A Masscomp 5500 Data 
Acquisition System was used to digitize and acquire the data. 

Transient Profiles 
Four different transient profiles were tested with the impeller 

accelerated from rest followed by a period of deceleration. 
One of the profiles was obtained solely by controlling motor 
rpm, i.e., "no flow control" (the control valve was held sta
tionary at an open position). Peak N and Q for that profile 
were 2400 rpm and 416 1/s (6600 gpm), respectively. The pur
pose of the "no flow control" profile was to assess whether 
adjusting control valve position throughout the transient pro
duced any anomalies regarding transient performance. 

The remaining three profiles were obtained through simul
taneous control of N and Q and were designated high-accel
eration, half-acceleration, and low-acceleration. The half-

Table 1 Summary of major operating parameters for the transient 
profiles 
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Fig. 3 Input profiles for liigh acceleration transient (uncertainty In N 
= ± 1 percent, In 0 = ±1 percent) 

acceleration profile was obtained by multiplying the time axis 
of the high-acceleration profile by a factor of two, thus halving 
the acceleration time history. The low-acceleration profile ex
perienced the lowest acceleration of the three. Each experienced 
a peak flow rate of 315 1/sec (5000 gal/min) which resulted in 
a peak mean velocity in the inlet pipe of 4.3 m/s (14 ft/s). 
Depending on the profile, a peak rotational speed of either 
2000 or 2400 rpm was reached within 0.4 to 0.8 second from 
the start of the transient. Once peak rotational speed was 
attained, impeller deceleration was immediately initiated. The 
complete transient, including deceleration, lasted from 1.5 to 
3.5 seconds. A summary of the peak operating parameters for 
each of the four transient profiles are provided in Table 1. 

The input N and Q profiles for the high-acceleration time 
history are provided in Fig. 3. Both the user-specified command 
signal and the resulting transient are shown versus time for 
each variable. The successful transient performance of the 
facility is manifested in the close agreement between the curves 
of the command or input and those actually obtained in the 
facility for each of the control variables. Similar agreement 
was obtained for the other transient profiles which will be 
shown in later figures along with the resulting hydrodynamic 
performance data. For any given transient profile, the facility 
repeatability between runs was within ±0.5 percent. 

The high level of acceleration in both N and Q during the 
early portion of the transient should be noted. For a consid
erable portion of the ramp-up, each variable experiences an 
approximately constant acceleration with values of 720 rad/ 
s and 0.9 g for N and Q, respectively. These values are also 
the maximum values for the complete transient as provided in 
Table 1. They were obtained by averaging the instantaneous 
acceleration values (calculated using a five point differencing 
method) of the Q or N curve up to a time just prior to that 
of peak Q or N. The resulting transient Cq versus time curve, 
shown in Fig. 4, is an indication of incidence angle at the blade 
leading edge and also its time rate of change. 

Journal of Fluids Engineering MARCH 1995, Vol. 117/125 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



TIME (sec) 

Fig. 4 Cq time history for high acceleration transient (uncertainty In C, 
= ±4 percent, In time = ±60 ms) 

1.0 

0.9 

0.8 

0.7 

0.6 

U " 0.5 

0.4 

0.3 

0.2 

0.1 

-

: 

-

" 

-<j^"afcQ 

BEP @ Cq = 0,22 

V 
D 
O 
A 
« 

500 RPM 
1000 RPM 
1500 RPM 
2000 RPM 
2400 RPM 
CURVE FIT 

' S. 

V ^ 

Fig. 5 Steady-state hydrodynamic performance (uncertainty in C^ 
±4 percent, in C, = ±5 percent) 

Results 
Prior to transient testing, the impeller's steady-state hydro-

dynamic performance characteristics were determined in the 
ITF. These data formed the basis for the quasi-steady calcu
lations to which the transient data were compared. Figure 5 
shows the steady-state hydrodynamic performance of the im
peller expressed as Q versus Q where Ĉ  is the nondimensional 
head or pressure developed by the pump and is expressed as 

Q = 
gH 

(wND/eof 
(2) 

where H is the head developed by the pump and g is the 
acceleration due to gravity. Data are presented for a range of 
impeller speeds and a least-squares curve fit of all the data is 
plotted as the solid line. The collapse of data onto a single 
curve for the different impeller speeds and the small amount 
of scatter provides confidence in the facility and associated 
instrumentation; it also indicates that speed scaling effects are 
negligible. The impeller's steady state best efficiency point 
(BEP) occurs at a C, of approximately 0.22 with a correspond
ing Ch of 0.55. 

In all of the following plots of transient performance data, 
the instantaneous value of pressure obtained from the upstream 
and downstream pressure sensors was used in calculating Q,^, 
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Fig. 6 Hydrodynamic performance during high acceleration transient 
(uncertainty in A/ = ±1 percent. In 0 = ±1 percent, in H = ±2 percent, 
In C/, = ±4 percent, In time = ±60 ms) 

as was done for the steady-state data. The pump actually de
velops an additional pressure rise during the transient, but this 
rise is not seen by the pressure sensors because it is used to 
accelerate the fluid mass within the impeller region. Ideally, 
this mass term should be added to the measured pressure rise. 
However, to calculate that term, instantaneous values of ac
celeration would have to be obtained by differentiating the 
transient flow-rate curve. This was done for several cases, and 
the additional pressure term was found to have a negligible 
effect, i.e., the acceleration term affected total pressure rise 
by no more than 2 percent and then only for several hundred 
milliseconds around peak acceleration. Because this term had 
less of an effect on Q^̂  than the inaccuracy incurred from 
differentiating the flow-rate data, it was felt that a more ac
curate presentation of the data would result by omitting it. 

All transient impeller performance data, expressed as tran
sient head coefficient Q^̂ , were compared to the impeller's 
steady-state Q values to evaluate the quasi-steady assumptions 
commonly used in transient impeller design. At each instant 
in time for which transient data were acquired, the instanta
neous transient Cg value was calculated and subsequently ap
plied to the steady-state least-squares curve fit to obtain the 
instantaneous quasi-steady value of Q ^. 

The resulting transient hydrodynamic performance data, C/, 
versus time, for the high-acceleration input profile is presented 
in Figure 6 along with the quasi-steady equivalent, Q .̂ Note 
that the actual transient begins at 0.38 second as a result of a 
triggering delay between the start of data acquisition and the 
transient. Also included in the figure for convenience and 
reference are the rpm, flow rate, and head curves. 

As shown in the graph, acceleration has a profound effect 
on impeller operation. The apparent substantial and abrupt 
improvement in performance over the quasi-steady case at the 
start of the transient for times up to 0.7 second decays quickly 
and is most likely caused by impulsive pressure as the transient 
is initiated. Conversely, reduced performance is evident be
tween 0.7 and 1.4 seconds, similar to that observed by Tsu-
kamoto and Ohashi (1982) who attributed it to a time lag in 
the formation of circulation and subsequent lift force at the 
blades. 

The reduced performance may be associated with the flow 
at the blades' leading edge where a high incidence angle exists 
during the beginning of the transient. It is likely that during 
transient operation, the extent of the blades' leading edge sep
aration region differs from that during steady-state resulting 
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in a change in effective inlet area and, hence, performance. 
Additionally, the time scale of the transient is small relative 
to that of viscous diffusion which precludes or at least mitigates 
recirculation or backflow at and upstream of the impeller lead
ing edge. Recirculation typically occurs during steady state 
operation at low Cg's (<0.1) due to blade leading edge sep
aration. This was at least partially confirmed through laser 
Doppler velocimetry measurements made through the clear 
inlet pipe at 30-cm (12 in.) upstream of the impeller. Significant 
recirculation was observed during the steady state and resulted 
in a turbulence intensity of about 20 percent of the local mean 
velocity; recirculation was not perceivable during the transient 
which exhibited a turbulence intensity of only 3 percent. 

It is worth noting, that, deviations in leading edge effects 
between transient and quasi-steady were observed by many 
others including the early study of Farren (1935) on the sim
plified geometry of an airfoil initially at stall and undergoing 
a rapid decrease in incidence angle. Stall or leading edge sep
aration persisted beyond the steady-state stall angle (to smaller 
angles). Throughout stall the transient lift force was signifi
cantly less than that in steady state indicating significant changes 
in the separated flow region. 

One interesting point becomes apparent when comparing 
the rpm curve and the CH,^ curve of Fig. 6. An abrupt change 
in the sign of the slope of the C^,^ curve occurs approximately 
0.07 second after the peak in rpm is reached or at a time of 
0.87 second. After that time, the Ĉ  curve tends to approach 
the quasi-steady values at a relatively fast rate. Because this 
change occurs very early in the deceleration phase of the motor 
rpm, it was at first felt that the deceleration and its effect on 
the flow field is responsible for the change of slope. However, 
data from the "no flow control" profile refute that supposition 
as will be discussed later. 

The second bump in the Q,^ curve, where the sign of the 
slope changes again, occurs at approximately 0.9 second. This 
is near the C, at which the slope also changes in the steady-
state curve, Fig. 5, which is also near the time that the design 
Cg is reached. This indicates a potential similarity between 
steady-state and transient phenomena. This slope change, ob
servable under both operating conditions, may be associated 
with the reduction in blade incidence angle as the design C, is 
approached with the corresponding suppression of leading edge 
separation. The observation relative to the second bump was 
evident in all four profiles. 

Figures 7 and 8 give the time histories for the half- and low-
acceleration cases, respectively. The transient effect for both 
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Fig. 9 Hydrodynamic performance during no flow control transient (un
certainty in N = ± 1 percent, In 0 = ±1 percent, in H = ± 2 percent, 
In CA = ±4 percent, In time = ±60 ms) 

cases is virtually identical to that of the high-acceleration case 
and all previous observations apply. For times after the effect 
of the impulsive pressure decays, the maximum deviation be
tween the transient and the quasi-steady C/, occurs near the 
peak rpm at the first bump and is about 37 percent for the 
high-acceleration and low-acceleration cases. The half-accel
eration case had a slightly reduced maximum deviation of 
approximately 32 percent. 

The time history for the "no flow control" profile, shown 
in Fig. 9, has an rpm curve that is similar to that of the high-
acceleration case, however, since Q was not controlled, its peak 
value reached 416 1/s rather than 315 1/s. Peak acceleration 
of Q was also considerably higher being 1.7 g's rather than 
0.9 g's. The general trends for this case are similar to that of 
the other three transient cases, thus verifying that transient 
valve operation produced no anomalies. The maximum de
viation between the transient and the quasi-steady Q is lower 
than the other cases but still considerable at approximately 28 
percent. Similar to the other profiles, the maximum deviation 
also occurs near the first bump in the curve. Unlike the other 
cases, this does not occur immediately after reaching peak 
RPM and during impeller deceleration; it occurs near the mid-
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region of the linear rise in both rpm and Q. For all four profiles, 
however, this first slope change does occur fairly close to the 
location where the steady state curve changes slope and is likely 
related to the blade inlet incidence angle. 

All four profiles also show that the developed head peaks 
and begins to decrease while the pump speed is still increasing. 
By viewing only the high, half and low acceleration cases (Figs. 
6, 7, and 8, respectively) it appears that this occurs as the 
instantaneous value of Q^̂  crosses below the quasi steady Ch 
curve. However, there is no apparent physical significance for 
any correlation between the transient and quasi-steady curves. 
Indeed, the "no flow control" profile. Fig. 9, shows the peak 
in developed head occurs significantly later than the cross over 
point and near the "knee" in the quasi-steady curve. Currently 
this phenomenon is being investigated further. 

Figure 10 compares the transient performance for each of 
the four cases with the quasi-steady performance. This figure 
shows CAĴ  data plotted against Cg rather than time. The data 
are shown for Q from 0.0, which is the start of the transient, 
to 0.4. This range of Q values includes the initial portion of 
the transient where Cg is increasing. The time during each 
transient that corresponds to a Cg of 0.4 is 1.5, 3.0, 1.7 and 
1.0 seconds for the high-, half-, low-, and no flow control 
accelerations, respectively. The same discussion given for the 
C/,^^ versus time data can be applied to Fig. 10. All transient 
curves virtually collapse onto a single curve with the transient 
effect very evident. 

Conclusions 
A new facility for transient and steady-state impeller research 

has been designed and built. The facility provides time-de
pendent control of Cg through user-defined, simultaneous, 
transient control of both impeller rotational speed and flow 
rate. This provides considerable flexibility when experimentally 
modeling pump performance in various piping systems. 

A centrifugal impeller with a design specific speed of 66 
(rpm * VmVs/m" ") or 3400 (rpm * Vgpm/ft" ") was eval
uated for hydrodynamic performance under steady state and 
transient operation in order to evaluate the quasi-steady as

sumption commonly used for the design of impellers operating 
under transient conditions. Four transient profiles were tested; 
each included a high acceleration at the outset of the transient 
followed by a relatively slow deceleration. 

Results showed that transient effects are significant. At the 
start of the transient, non-dimensional head, C/, , is consid
erably higher than the quasi-steady value; this difference has 
been tentatively assumed to be associated with an impulsive 
pressure rise. After the effects of this impulsive pressure decay, 
the situation reverses and the quasi-steady assumption over
estimates the actual transient Q values by as much as 37 per
cent. This reduced performance occurs over a significant 
portion of the transient. The mechanism(s) responsible for the 
reduced Q values during the transient is unknown at this time 
but, hopefully, will become evident during planned future tests 
where details of the flow field will be investigated. 

The substantial effects of transient operation on impeller 
hydrodynamic performance have demonstrated that the quasi-
steady assumptions commonly used for the design of impellers 
that operate under transient (accelerating or decelerating) con
ditions are not valid for many applications. It should be noted 
that quasi-steady design methods may be applicable for other 
pump designs or less extreme transients. Transient effects must 
be incorporated in the design process to improve performance 
prediction capabilities and to optimize designs. That may prove 
difficult in application considering that, during a transient, 
the impeller operates most of the time far from the design 
point. This requires that a wide range of incidence angles at 
the blades leading edge must be accommodated. 

Future plans include investigations of the cause of the tran
sient effects by interrogating details of the flow field. Addi
tional tasks include applying the knowledge gained from the 
experimental tasks to the development of a three-dimensional, 
incompressible, viscous-flow computer simulation of the tran
sient flow field to extend the understanding of the physics and 
to make this simulation available as a design tool in the op
timization of future impellers. 
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Investigation of Centrifugal 
Pump Performance Under 
Two-Phase Flow Conditions 
A one-dimensional two-fluid model has been used to study the centrifugal pump head 
degradation phenomena and to analyze the gas-liquid interaction within the pump 
impeller under high pressure, steam-water two-phase flow conditions. The analytical 
model was used to predict the two-phase pump head data for the small-scale and 
full-scale nuclear reactor pumps and the predictions of the head degradation com
pared favorably with the test data for different suction void fractions. The physical 
mechanisms responsible for head degradation were also investigated. 

1 Introduction 
In loss-of-coolant accidents in nuclear reactors, which usu

ally result from a break in the heat transport piping, the coolant 
may undergo rapid depressurization and form vapor-liquid two-
phase flow. The reactor pumps continue to circulate the two-
phase mixture for a while, however, the centrifugal pump head 
under two-phase flow conditions is known to degrade drasti
cally compared to that for single-phase flow. The degree of 
pump head degradation is likely to depend on various physical, 
geometrical, and thermal conditions of the system, but the 
physical mechanisms responsible for the head degradation phe
nomena have not been well understood. 

Because of the difficulties associated with the analytical 
modeling of two-phase flow performance of the centrifugal 
pump, most of the existing models or correlations for pump 
head degradation are empirical. The deficiencies in these em
pirical models have been discussed by Kim (1983) among oth
ers. The empirical correlations depend only on suction void 
fraction and have not considered the effects of slip velocity, 
pump geometry and specific speed, condensation and com
pressibility in determining the two-phase pump performance. 
For this reason, establishing a widely applicable empirical cor
relation valid for centrifugal pumps of all sizes and different 
impeller geometries is quite difficult and there is a clear need 
for an analytical model. 

Hench and Johnston (1972) developed an analytical model 
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for the calculation of two-phase flow in a stationary two-di
mensional diffuser. In their study, the pressure recovery per
formance of straight-wall diffusers with the air/water mixtures 
was investigated. They used a one-dimensional control-vol
ume method for solving the continuity and momentum equa
tions for the gas and liquid phases. The flow was assumed to 
be steady-state and bubbly with no condensation taking place 
within the diffuser. Zakem (1980) applied the same method to 
straight-bladed impellers in a centrifugal pump. He developed 
an analytical description of the gas-liquid interaction that oc
curs in a rotating impeller in order to predict the slip ratio. 

Furuya (1984) used the same method as that of Zakem and 
developed an analytical model which revealed several impor
tant features related to the basic mechanisms of two-phase pump 
head degradation. His analytical model incorporated pump im
peller geometry, void fraction, flow slippage and flow regime 
into the continuity and momentum equations for gas and liquid 
flowing through the pump impeller. The compressibility and 
condensation effects were neglected in the first version, how
ever, an improved version was developed by Furuya and Mae-
kawa (1987), which fully took into account the condensation 
effects and compressibility of the vapor phase. One-dimen
sional control volume approach was used in their model, in 
which the mass conservation equations for each phase, the mo
mentum equations for the two-phase mixture and the vapor 
phase, and the energy equation for the mixture were solved. 

Minato and Yamanaouchi (1985) also developed an analyt
ical model that solves the momentum equation for each phase 
within the pump without condensation taken into account. Their 
model predictions compared reasonably well with the steam/ 
water test data obtained in three model pumps. 

Some experiments have been conducted in the past to ex-
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amine the nature of two-phase flow in small pump impeller 
passages and rotating ducts. Patel and Runstadler (1978) stud
ied the effects of rotation on two-phase bubbly flow through 
a rotating square duct. Manzano-Ruiz and Wilson (1983) have 
reported observing bubbly and chum-turbulent flow regimes 
in an unshrouded impeller as more air was supplied to the water 
flowing through the pump. Minemura et al. (1993) recently 
measured void fraction distributions in a straight channel, which 
was rotated around an axis perpendicular to the channel. By 
circulating a bubbly air/water mixture through the 32 mm x 
32 mm square channel, they reported significant variations in 
void fraction in both the axial as well as transverse directions. 

In the present work, a one-dimensional two-fluid model, 
similar to that of Fumy a and Maekawa (1987) has been used 
to predict the pump head and analyze the gas-liquid interaction 
within the pump impeller under steam-water, two-phase flow 
conditions. The model was used to predict the two-phase pump 
head data for small-scale and full-scale nuclear reactor pumps 
obtained recently at Ontario Hydro's Pump Test Facility under 
high temperature/pressure, two-phase flow conditions. In this 
paper the two-fluid model predictions are compared with the 
test data for different suction void fractions. The test facilities 
and procedure are first described briefly, followed by the model 
formulation and comparison of predictions with the data. Since 
the large-scale pumps have never been tested under two-phase 
flow conditions previously, a more detailed description of the 
full-scale pump tests and a complete set of experimental results 
will be presented in a separate paper (Chan et al., 1994). 

2 Test Facilities and Procedure 

Two geometrically similar types of centrifugal pumps have 
been tested at Ontario Hydro. One was a low head (39.6 m) 
small-scale pump with a specific speed of 0.168, and the other 
was a high head (224.2 m) full-scale pump with a specific 
speed of 0.164 which is identical to those used in the Primary 
Heat Transport System of the CANDU nuclear reactors at Dar
lington Nuclear Generating Station. The specifications of the 
two pumps are shown in Table 1. The tests have been per
formed in the first quadrant of the head-flow diagram and at 
steady-state conditions. 

2.1 Test Loop and Process Conditions. Two separate test 
loops with substantially different pipe sizes were used in the 
present tests. The description of the small-scale pump test loop 
can be found elsewhere (Chan et al., 1991). The test loop was 
fully instmmented to measure the flow conditions at the suc
tion and discharge of the pump by a full complement of trans
ducers covering pressure, temperature, pressure rise across the 

Table 1 Pump specifications 

Pump Size 

Pump Type 

Impeller Diameter 

Rated Head 

Rated Flow 

Specific Speed 

(dimensionless) 

Design Pressure 

Design Tempeiatut^ 

Motor Power 

Motor tpm 

Number of Blades 

SMALL PUMP 

4"X4"X 7-1/2" 

Vertical 

Centrifugal 

Single Suction 

0.176 m 

39.6 m 

0.06 m'/s 

0.168 

7.2 MPa 

2 8 0 ' C 

29.8 kW 

3560 

5 

LARGE PUMP 

20" X 20" X 24" X 32" 

Centiifugal 

Double Volute 

Single Suction 

Double Discharge 

0.78 m 

224.2 m 

3.1 m'/s 

0.164 

12.8 MPa 

280 °C 

9400i(W 

1793 

5 

pump, single-phase liquid flow rate and motor parameters. Two 
single-beam, three-detector gamma densitometers and two ar
rays of five point Pilot probes were used at the suction and 
discharge of the pump to measure the local void fractions and 
the local velocity heads respectively. 

The test loop configuration for the full-scale pump tests is 
shown in Fig. 1. The operating temperature and pressure of 
the test loop were varied from 110°C/0.15 MPa to 280°C/6.4 
MPa. The initial single-phase flow rates at each temperature/ 
pressure were set at 80, 100, and 130 percent of the pump's 
rated flow. The test loop was fully instmmented to monitor all 
the important parameters under two-phase flow conditions. They 
included flow rate, pump head, motor power, void fraction at 
the suction, and discharge of the pump as well as pressures 
and temperature around the loop. Similar instmmentation as 
the one used in the small-scale pump tests was used in this 
loop to measure the two-phase mass flow rate and void frac
tions at the suction and discharge of the pump. In particular, 
the suction void fraction was measured using a five-beam, five-
detector gamma densitometer specially designed for a 24-in. 

Nomenc la ture 

A = cross-sectional area of the pump z = 
blade flow passage, m^ a = 

Crf = drag coefficient )3 = 
Cv„ = virtual mass coefficient 

e = total specific energy, J/kg 
Fc = centrifugal force per unit axial 

length, N/m S^ = 
g = gravitational constant, m/s^ 

H = pump head, m AZ = 
m = mass flow rate, kg/s 
p = static pressure, Pa ^24, ~ 

Rh = gas bubble radius, m 
r = radial distance measured from AH = 

the center of rotation, m 
u = relative velocity, m/s p 
V = absolute velocity, m/s w 

v„ = tangential component of v, m/s 
X = quality 

coordinate along the flow path 
void fraction 
geometrical angle of the z-co-
ordinate made with the circle 
whose center is the center of ro
tation, rad 
rate of liquid vaporization per 
unit flow path length, kg/m • s 
axial length of control volume, 
m 
two-phase pump head increase, 
m 
single-phase pump head in
crease, m 
density, kg/m^ 
angular velocity of the pump 
impeller, rad/s 

Subscripts 

b = bubble 
c = centrifugal 
d = drag 
g = gas 
/ = liquid 

R = rated 
s = single-phase 

sat = saturation 
T = two-phase 

vm = virtual mass 
1 = inlet 
2 = outlet 

Icf) = two-phase 
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Fig, 1 Schematic of large-scale pump test facility 

pipe. The design and calibration of the five-beam gamma den
sitometer have been described by Chan (1992). 

2.2 Test Procedure and Data Reduction. In both tests, 
the test loop was first filled with de-aerated and de-ionized 
water and then pressurized and heated up to the desired tem
perature. After the loop was brought to the steady-state con
ditions, the water was bled from the loop in steps to create 
two-phase flow in the loop. The loop average void fraction 
could be determined by the amount of water drained from the 
loop. System voids of increasing magnitude were obtained by 
bleeding the loop in steps. When the loop conditions stabi
lized, the pump head and flow parameters such as pressure, 
mass flux and void fractions at suction and discharge of the 
pump were recorded. Separate tests were conducted at differ
ent loop temperatures. At each temperature, water was bled 
from the loop in small steps, so that the mass flow rate of the 
two-phase mixture decreased, and the average suction void as 
well as the loop average void fraction increased. 

In reducing the two-phase pump head data, the water den
sity, pi, and steam density, Pj, were computed at the suction 
temperature of the pump under saturated conditions. The two-
phase mixture density at the suction of the pump can be ob
tained from the following equation. 

P2* = PgOt + (1 - a)Pi (1) 

The two-phase pump head is calculated as the ratio of the static 
pressure difference across the pump to the two-phase mixture 
density obtained from Eq. (1). 

HT " 
Pi - Pi 

(2) 

Normalized pump head is usually defined as the ratio of the 
pump head to the rated head, Hg. In the present study, in order 
to have a better comparison between the model predictions and 
experimental data, the normalized head is defined as the ratio 
of the two-phase pump head, HT, to the single-phase pump 
head, H^, at the same suction pressure/temperature. 

2.3 Uncertainty Estimates. The estimated uncertainty in 
the suction void fraction data measured with the five-beam, 
five detector gamma densitometer is ±5 percent and that for 
the pressure rise across the pump is ±0.25 percent. The max
imum uncertainty for the pump head under two-phase flow 
conditions was estimated to be ±5 percent. 

3 Two-Fluid Model 

3.1 Conservation Equations. The basic development of 
the present two-fluid model parallels the work done by Furuya 
and Maekawa (1987). The conservation equations derived for 
the present study include the continuity equations for the liquid 
and gas, momentum equations for the liquid, gas and two-
phase mixture and an energy equation for the two-phase mix
ture. These equations were formulated assuming steady, one-
dimensional, adiabatic flow of incompressible liquid and com
pressible gas through a pump impeller flow passage between 
neighboring blades. The liquid and gas were also assumed to 
be in thermodynamic equilibrium and viscous effects and other 
nonmechanical losses as well as gravitational effects were ne
glected. 

A one-dimensional control volume, shown in Fig. 2, is de
fined by "z" denoting the arc length along the stream line which 
is parallel to the impeller blade profile, "A" denoting the cross-
sectional area normal to the direction of "z," and radial dis
tance from the shaft axis, "r." In the derivation of the gov
erning equations, the product of the cross-sectional averages 
of the various quantities was assumed to be equal to the av
erage of the products. 

The continuity equations for the liquid and gas are given by, 

d[pi(l - a)uiA] 

dz 

d[pgaUgA] 

dz 

= —8w 

= Sw 

(3) 

(4) 

where Sw is the rate of vaporization/condensation jjer unit flow 
path length. 
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The momentum equations for the gas and liquid are given 
by, 

dipgoAul) 

dz 
"i" CvmPiMj 

d[(Ug — u{)cxA\ 

dz 
dp dr 3 Ca 

= -aA— + pf(o aA- - - p,— («, 
dz dz 8 R^ 

and 

Ui)\ug - U\\aA (5 ) 

cf[p,(l - a)Au\\ 

dz 

d[(Ug - Ui)aA] 
•«P\Ug ; = - ( 1 

dz 
d)A 

dp 

, dr 3 
+ pirw (1 - a)A— + -pi — (M - M, 

dz 8 R^ 

dz 

Ug - Ui\aA (6 ) 

where the virtual mass force is considered using formulations 
by Drew et al. (1979) and Wallis (1969), and centrifugal force 
is also included. 

Equations (5) and (6) can also be added to yield the mo
mentum equation for the two-phase mixture, 

d[pgOLAul] <i[pi(l a)Mi] 

dz dz 
dp , dr 

= -A—+ [pga -(- p,(l - a)WA - (7) 
dz dz 

Using the energy equation for the two-phase mixture as given 
by Furuya and Maekawa (1987) and the mechanical energy 
equations for the gas and liquid which can be obtained by mul
tiplying Eqs. (5) and (6) by Ug and «i, respectively, an expres
sion for the vaporization/condensation rate, 8w, can be de
rived as follows (Noghrehkar, 1992). 

Sw = 
1 , 

hi + - (ui 
2 

1 • 

ul) 

dhg 
Pg«Ug— + P i ( l - a)u 

dz 

dhi 

dz 

u„ 
d(paA) d[p(l - a)A] 

1- «i 
dz dz 

d[(Ug — UI)OLA\ 
CvmPlUgiUg - « | ) 

dz 

3C, 
Ujf\Ug (8) 

The virtual mass term in the above equation contains the liquid 
density and is different from that given by Furuya and Mae
kawa (1987) containing the vapor density. From a physical 
view point, the present formulation is more appropriate for 
bubbly flows as it accounts for the acceleration of the liquid 
surrounding the vapor bubble, which is the virtual mass effect. 

In the present model, Eqs. (3), (4), (5), and (7) were solved 
along with the condensation rate equation (Eq. (8)) and con
stitutive equations described below using the Runge-Kutta 
method to investigate the pump head degradation mechanism 
under steam-water two-phase flow conditions. 

3.2 Flow Regimes and Constitutive Equations. Bubbly 
and chum-turbulent flow regimes were considered to be the 
main flow regimes occurring within the pump impeller flow 
channels under steam/water two-phase flow conditions. We 
could assume stratified flow pattern in the impeller passage, 
however, little work has been done on the flow pattern iden
tification in centrifugal pumps at high pressure/temperature 
even in small-scale pumps and to the authors' knowledge, no 
reliable information is yet available on two-phase flow in full-
scale centrifugal pumps. 

In the present calculations, the bubbly flow regime was as
sumed to exist when the local void fraction is less than 0.25 
and the ratio of drag coefficient to bubble radius, Q/f t j , was 
taken to be 340.2 m""' as originally used by Hench and John-

^-eosYs inP 

Fig. 2 Control volume method for rotating machines and force dia
grams 

ston (1968) for a flow in a diffuser. The value of the virtual 
mass coefficient, C^„, for bubbly flow was set at 0.5. 

If the local void fraction is greater than 0.35, the flow re
gime was assumed to be chum-turbulent and the value of Cy„, 
which applies only to discrete bubbles, was set to zero. For 
the ratio of drag coefficient to bubble radius, C^/Rb, in chum-
turbulent flow regime, Zuber and Hench (1962) suggested the 
following empirical correlation. 

— = 110(1 - af (9) 

where C^/Rb is given in m~'. 
For transition between the bubbly and chum-turbulent flow 

regimes, the values of C^/Rb and C^„ were obtained by linear 
interpolation between their respective values at a = 0.25 and 
a = 0.35. Sensitivity of the model predictions to the particular 
values of Ca/Rt and Cv„, and the flow regime transition cri
teria used was also investigated and will be discussed in a later 
section. 

The constitutive relations described above were used for both 
small and large scale pumps, although their applicability, es
pecially to the larger flow passages in full-scale pumps, has 
not been fully established. The effect of scale is still an un
resolved issue for two-phase flow even in straight pipes, as 
there are few data taken in such large channels. Thus, the ap
proach taken here was to use the constitutive relations that would 
work for the smaller pump and see if there are any discrep
ancies between the predicted and measured results for the large-
scale pump; if there are notable differences, then they could 
be attributed to the scale effect. 

3.3 Two-Phase Pump Head Calculations. It is not easy 
to define a universally acceptable pump head for two-phase 
flow, because each phase has its own velocity and density. In 
various two-phase pump experiments conducted previously, 
only the static pressure difference between the suction and dis-
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Fig. 3 Effect of pump geometry on threshold suction void fraction 

charge of the pump was used and the dynamic heads at the 
inlet and outlet of the pump were neglected. 

In the present analysis, the dynamic heads at the inlet and 
outlet of the pump impeller were considered to be significant, 
and it was decided to include this portion of energy for cal
culating the two-phase pump head as follows, 

AH 
P2 1 

2<(. — + — [vho -

- vn (1 

X2) 

1 
Xi)] + — (Vj2X2 - V;,,^,) ( 1 0 ) 

2g 
where the subscripts 1 and 2 refer to the pump suction and 
discharge, respectively. The absolute gas and liquid velocities 
in Eq. (10) can be obtained from the velocity triangles at the 
inlet and outlet of the pump impeller (Fig. 2). 

The values of p2. ot2, Un, and M̂ 2 obtained from the solution 
of the two-fluid model for a given set of initial conditions were 
used along with the qualities jc, and xi corresponding to the 
void fractions ai and a2- Since the inlet quality was not di
rectly measured, it was estimated from the suction void frac
tion using a void fraction-quality correlation given by Smith 
(1970). 

4 Experimental Results and Comparison 
of Model Predictions 

Two-phase pump head degradation data and head-flow char
acteristics for the small-scale pump have been previously dis
cussed by Chan et al. (1991), so the present discussion will 
focus on the large pump data as much as possible. 

The head degradation test data are plotted against suction 
void fraction for the small and large pumps in Fig. 3. Similar 
head degradation trends are observed for both pumps, how
ever, the threshold suction void fraction, at which the pump 
head starts to degrade rapidly, is significantly higher for the 
large pump than the small pump. It was shown in Noghrehkar 
(1992) that under two-phase flow conditions, there exists a 
good agreement between the head-flow characteristics of the 
two pumps which have the same specific speed. Although the 
specific speeds, number of blades and exit blade angles of the 
pumps were nearly the same between the two pumps tested, 
the scale and the impeller blade profiles were quite different. 
As a result, the two-phase flow characteristics or flow regimes 
may have been different between the two pumps, which can 
lead to somewhat different head degradation characteristics be
tween the two pumps as a function of suction void fraction. 

The two-fluid model described earlier was used to predict 
the two-phase head degradation for the two geometrically sim
ilar centrifugal pumps operating under steam/water two-phase 
flow conditions. It should be noted that the present model was 
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Fig. 4 Comparison of two-phase head between the theory and ex
perimental data for small and large-scale pumps at different Initial flow 
rates 

applied to the pump impeller flow passage only and did not 
calculate the flow through the pump volute between the im
peller and discharge nozzle. In addition, calculation of the cir
culation loss for two-phase conditions is not well established, 
so that a direct comparison of the magnitudes of the predicted 
head or pressure increase between the inlet and outlet of the 
pump impeller, and the measured head between the suction 
and discharge of the pump which includes the circulation loss 
is not feasible. However, the model's validity can be checked 
by examining the head variation as a function of suction void 
and the threshold void fraction at which rapid degradation in 
head occurs. 

Figure 4 shows the normalized pump head predicted by the 
present model compared with the data obtained at 230°C and 
260°C for the small pump and at 260°C and 280°C for the large 
pump. The predicted and experimental results for pump head 
degradation are in good agreement, particularly for the small 
pump at the 100 percent initial flow rate. The trend in the 
measured variation in two-phase pump head as a function of 
suction void fraction is in general predicted reasonably well 
by the present analytical model, i.e., a slight increase in pump 
head at low suction void fractions, then a sudden drop at the 
threshold void fraction. 

4.1 Two-Phase Flow and Heat Transfer Phenom
ena. From a detailed examination of the calculated variations 
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in void fraction, pressure, vapor and liquid velocities, and con
densation rates along the flow path, one can obtain a better 
understanding of the two-phase flow and heat transfer taking 
place in the pump impeller, and also determine the physical 
mechanisms responsible for the two-phase head degradation 
phenomena. An initial increase in the two-phase pump head 
at low suction void fractions (a, ^ 25 percent) can be ex
plained as follows: as the steam-water mixture flows through 
the impeller channel, the pressure increases and condensation 
will take place. The condensation of vapor within the pump 
impeller channel increases the effective flow area for the liquid 
phase and thus decreases the relative liquid velocity at the pump 
outlet compared to the single-phase liquid flow case. This is 
illustrated by the predicted variations in the liquid velocity along 
the impeller flow passage shown in Fig. 5 for the cases of two-
phase flow at 22 percent suction void and single-phase liquid 
flow. The velocity triangle (Fig. 6) at the outlet of the pump 
shows that the reduced relative velocity of the liquid leads to 
an increase in the tangential component of the absolute veloc
ity, thus generating a pump head even greater than the cor
responding single-phase liquid flow (based on the Euler's pump 
head formula). 

Figure 7 shows the measured discharge and predicted void 
fractions versus suction void fraction at 230°C and 260°C and 
at 100 percent initial flow rate for the small-scale pump. For 
suction void fractions less than 20 percent, it is seen that the 
measured pump discharge void fractions are less than 1 per
cent, due to condensation taking place along the flow passage. 
At the same conditions, the analytical results obtained from 
the present model for small-scale and full-scale pumps also 
show that for suction void fractions up to 25 percent, vapor is 
completely condensed even before reaching the exit of the pump 
impeller. Heidrick et al. (1978) have also shown experimen
tally that for suction void fractions less than 20 percent the 
vapor could be condensed totally to liquid and a single-phase 
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Fig. 7 Comparison of suction and discharge void fractions for small 
and large pumps at 100 percent Initial flow rate and different temper
atures 

liquid flow would be observed at the pump discharge. On the 
other hand, in two-component gas-liquid flow through the pump 
with no condensation, Furuya's (1984) calculations have shown 
that the local void fraction simply increases due to the two-
phase slip effect and the head degrades without first increasing 
as the pump suction void increases. Thus, condensation of va
por is the key to explaining the head increase for suction void 
less than the threshold value. 

For the pump suction void fractions greater than the thresh
old void fraction, condensation is no longer complete and a 
sudden pump head degradation can occur. This head degra
dation will be clearly understood by examining the local two-
phase parameters obtained with the present two-fluid model. 
Figure 8 shows the variations in local void fraction and relative 
velocities of the gas and liquid along the impeller flow path 
at 280°C and 100 percent initial flow rate with the inlet void 
fraction, a^, as a parameter. It can be seen from Fig. 8(a) that 
for an inlet void fraction, «„ less than 30 percent the local 
void fraction along the flow passage increases slightly at first 
due to the slip between the phases, but subsequently decreases 
due to condensation taking place within the flow passage. This 
range of void fraction decrease corresponds to that for two-
phase head increase. For suction void fractions larger than the 
threshold value (a^ « 25 percent), the local void fraction rap
idly increases along the flow channel (Fig. 8(a)) due to an 
assumption that the two-phase flow regime changes into chum 
turbulent flow and the interfacial drag term becomes much 
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Fig. 8 Local void fraction and relative gas and liquid velocity varia
tions along the flow passage for small pump at 280°C and 100 percent 
Initial flow 

smaller than that for bubbly flow case. When the local void 
fraction increases, the gas velocity has to decrease (Fig. 8(fc)) 
and the liquid phase has to accelerate (Fig. 8(c)) in order to 
maintain the total mass flow rate constant. The acceleration of 
the liquid phase at the pump outlet reduces the tangential com
ponent of the absolute velocity of the liquid (Fig. 6) and se
verely degrades the pump's two-phase head. 

Furuya (1984) has also suggested that the major mechanism 
responsible for the two-phase pump head degradation is the 
acceleration of the liquid phase within the pump impeller chan
nels compared to the single-phase liquid velocity. For non-
condensible gas-liquid two-phase flow, the velocity of the liq
uid at the discharge of the pump is larger than that for a 
condensible two-phase system (for the same pump suction 
conditions). The increased velocity of the liquid due to a lack 
of condensation effect explains why the pump head degrades 
more severely in a non-condensible two-phase system than in 
a condensible system, 

4.2 Temperature Effect on Head Degradation. The 
condensation effect can also explain why the pump head de
grades much less and why the threshold void fraction is higher 
at higher system temperatures and pressures, as evident in Fig. 
4. The figure displays the measured and calculated normalized 
pump head versus suction void fraction at 230°C/2.8 MPa and 
260°C/4.7 MPa for the small pump and at 260°C/4.7 MPa 
and 280°C/6.4 MPa for the large pump. Both the experimental 
data and the analytical results obtained from the present model 
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Fig. 9 Void fraction and static pressure variations along tlie flow pas
sage for smali-scale pump at 22 percent suction void and different tem
peratures 

show that the two-phase pump head degrades less at higher 
system temperature/pressure. Kastner and Seeberger (1983) 
have also shown in their work that the pump head degrades 
much less at a higher two-phase system pressure/temperature. 
It is also seen in Fig. 4 that the measured and calculated threshold 
void fractions are both greater at a higher system temperature/ 
pressure. 

In order to understand why the threshold void fraction is 
higher at higher system temperatures, the local flow parame
ters obtained in the present calculations for the small pump 
were examined in detail. Figures 9 and 10 show the changes 
in local pressure, void fraction, vapor condensation rate, and 
relative velocities of gas and liquid at 230°C and 260°C for 
the same suction void fraction {a, = 22 percent). The two-
phase mass flow rates used in these calculations were taken 
from the actual test data at 100 percent initial flow rate. 

Now, the local pressure and vapor condensation rate along 
the pump Impeller channel at 260°C are greater than those at 
230°C (see Figs. 9 and 10). At 230°C, the local void fraction 
(Fig. 9) and the liquid velocity (Fig. 10) rapidly increase while 
the velocity of the gas (Fig. 10) decreases along the pump 
impeller channel. This indicates that the pump head is de
graded at this temperature for a suction void fraction of 22 
percent. On the other hand, at 260°C the vapor condenses 
completely within the pump impeller before reaching the exit 
of the pump (Fig. 9) due to much higher vapor condensation 
rates experienced along the flow passage (Fig. 10). As a result, 
the velocities of the liquid and gas both decrease (Fig. 10), 
which means that the pump head increases compared to the 
single-phase liquid flow. Thus, the higher rate of vapor con
densation at the higher system temperature/pressure gives rise 
to a greater threshold void fraction. 
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Fig. 10 Condensation rate and relative gas and liquid velocity varia
tions along the flow passage for small-scale pump at 22 percent suc
tion void and different temperatures 

4,3 Sensitivity Study. Hench and Johnston (1968) have 
shown that the pressure recovery in a diffuser is not sensitive 
to the bubble size and drag coefficient for bubbly flow. They 
have also shown that a significant error (of the order of ±50 
percent) in the determination of bubble size or drag coefficient 
does not greatly affect the final results. Although not shown 
here, the sensitivity of the predicted two-phase pump head to 
bubble size and drag coefficient for bubbly flow regime was 
found to be quite small as well in the present work (Noghreh-
kar, 1992). 

The effect of the virtual mass coefficient on the predictions 
of the present two-fluid model was also investigated. The value 
of the virtual mass coefficient, Cy„„ used in the present model 
was 0.5, and this value was changed to 0.25 and then to 0, 
keeping the other parameters constant. The effect of C„„ on 
the predicted pump head degradation was seen to be insignif
icant (Noghrehkar, 1992). 

It was also assumed that the bubbly and chum-turbulent flow 
regimes existed for a r< 0.25 and a S: 0.35, respectively. This 
assumption was acceptable for the small pump, as the predic
tions matched the experimental data quite well. However, the 
threshold void fractions were significantly underpredicted for 
the large-scale pump. In order to clarify the importance of the 
two-phase flow regimes, the effect of flow regime transition 
criteria on pump head and threshold void fraction for the large 
pump is shown in Fig. 11. The predicted threshold void frac
tion is seen to increase with a wider range of void fraction for 
the bubbly flow regime. Clearly, the constitutive relations that 
were seen to work well for the small-scale pump are inade
quate for the large-scale pump in predicting the onset of two-
phase head degradation. The flow passage between the im
peller blades in the full-scale pump is much larger and the gas 
and the liquid phase distribution may be significantly different 
from that in the small-scale pump. The higher threshold void 
fractions measured in the large-scale pump tests suggest that 
the condensation rate remains high in the large pump even at 
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those local void fractions (25 percent < a < 35 percent), at 
which the flow in the small pump would experience lower rates 
of condensation and acceleration of liquid that causes two-phase 
head degradation. 

The present two-fluid model calculations assumed occur
rence of bubbly and chum-turbulent flows instead of the strat
ified flow regime, in which vapor and liquid would flow as 
two separate streams sharing a smooth or wavy interface. While 
we cannot deny the possibility of stratification of the flow in 
the larger flow passage, the factors such as the persistence of 
high rates of condensation, large momentum coupling between 
the vapor and liquid so that the liquid does not accelerate, and 
continued increase in the head to higher values of suction and 
local void fractions in the large pump do not lend support to 
the stratified flow assumption. A recent experimental work by 
Minemura et al. (1993) using a horizontal, radially rotating 32 
mm X 32 mm square duct has shown that the air/water two-
phase flow in that flow channel displays significant nonuni-
formity in void fraction distributions in the transverse as well 
as in axial directions. This means that even if the local void 
fraction is substantially high at a given axial location in the 
impeller, we could have a high-void fraction flow regime such 
as chum-turbulent flow and low-void fraction bubbly flow co
existing at that location. If this is the case, the local conden
sation rate could remain high due to the presence of the bubbly 
flow regime and the head continue to increase even though the 
void fraction is well above that assumed for transition from a 
bubbly to chum-turbulent flow (a = 25-35 percent). 

Although there should be some differences between the low-
pressure air/water flow and high-pressure steam/water flow, 
it is reasonable to think that similar two-dimensional void frac
tion variations and simultaneous appearance of two different 
flow regimes at the same axial location could have existed in 
both small and large pumps tested in this work. Since this two-
dimensional void distribution effect would be more profound 
in larger flow channels, the effect of pump scale or the im
peller size may pose a more complicated problem to two-fluid 
modelling than simple changes in flow regime transition cri
teria. The assumption of one-dimensional flow and a given 
flow regime at any axial location may not be valid for mod
eling the two-phase flow in large flow channels such as the 
present full-scale pump. Clearly, more work is needed to bet
ter understand the two-phase flow phenomena in full-scale 
pumps. 

5 Conclusions 

Based on the experimental data and the predictions of the 
present two-fluid model, the centrifugal pump performance 
under high pressure steam-water, two-phase flow conditions 
and the gas-liquid interaction within the pump impeller have 
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been investigated. The predicted results for two-phase pump 
head degradation were seen to be in good agreement with the 
experimental data and the variations in the measured pump 
head as a function of suction void fraction were predicted rea
sonably well by the present analytical model, i.e., a slight in
crease in pump head at low suction void fractions, then a sud
den drop at a threshold void fraction. The trends in the measured 
and predicted head degradation results were also the same for 
both the small and large-scale pumps, however, the threshold 
void fraction for the large pump (a = 35-40 percent) was 
significantly higher than that of the small pump (a = 20-25 
percent). 

Within the ranges of system temperature/pressure tested, both 
the analytical results and experimental data showed that for 
low suction void fractions below the threshold void fraction, 
the vapor phase is completely condensed inside the pump im
peller and the head increases, while at higher suction void frac
tions, condensation is no longer complete and the pump head 
begins to rapidly decrease. The two-fluid model calculations 
further showed that the initial head increase at low suction void 
fractions is due to the deceleration of liquid as vapor is re
moved by condensation within the impeller, and that the head 
degradation phenomenon is related to the acceleration of the 
liquid phase due to rotation and void increase within the pump 
impeller. Thus, vapor condensation and liquid acceleration due 
to rotation compete with each other to determine the pump 
head variation in two-phase flow. 

Finally, both the experiments and two-fluid model calcula
tions have shown that the pump head degrades less at a higher 
system temperature/pressure for both small and large pumps, 
and the model attributed this phenomenon to greater conden
sation rates experienced inside the impeller at higher system 
temperature/pressure. 
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An Investigation of Nucleating 
Flows of Steam in a Cascade of 
Turbine Blading-Theoretical 
Treatment 
This paper describes the theoretical part of an investigation into nucleating flows 
of steam in a cascade turbine nozzle blading. The main flow field is regarded as 
inviscid and treated by the time-marching technique. The viscous effects are assumed 
to be concentrated in boundary layers which are treated by the integral method. 
The agreement obtained with the observed surf ace pressure distributions and overall 
efficiency measurements is very good. 

Introduction 
This paper describes the theoretical part of an investigation 

into nucleating flows of steam in a cascade of turbine blading. 
During the course of expansion of steam in turbines, the state 
path crosses the saturation line and the fluid first supercools 
and then nucleates to become a two phase mixture. The for
mation and subsequent behaviour of the liquid create problems 
which lead to losses of performance in the wet stages of turbines 
but the detailed mechanisms which give rise to these losses are 
insufficiently understood. Many investigations into the be
havior of flowing wet steam in turbines have been reported, 
e.g., Moore and Sieverding (1976), Stastny (1979), Steltz, Lee 
and Lindsay (1981), Walters (1985), Kleitz, Laali and Courant 
(1988), Tanuma and Sakamoto (1991), Diebelius et al. (1987) 
and Haller et al. (1988). Nevertheless, the rule still quoted for 
estimating wetness losses is an empirical formula proposed by 
Baumann in 1921. A tangible wetness effect is erosion of blad
ing but this is only one consequence of the presence of water 
in steam. More important are the local departures of the system 
from thermodynamic equilibrium, because the subsequent heat 
release resulting from return to equilibrium is accompanied by 
internal dissipation and affects the behavior of the parent 
vapor. The investigation being reported was undertaken as a 
contribution to a better understanding of these problems. 

The development of nucleation theory has been of help to 
the study of wetness problems in steam turbines, but to examine 
two-phase flows in turbine blading the equations describing 
droplet formation and growth have to be combined with 2-
and 3- dimensional field equations. A feature of flows in the 
low pressure wet stages of steam turbines is that they are 
generally transonic with appreciable supersonic zones while 
the speed of sound in two-phase mixtures is not explicit and 
depends on the local conditions and the form of the governing 
equations differ in sub- tran- and supersonic flows. Under 
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these circumstances, although a solution using the streamline 
curvature method has been attempted (Yeoh and Young, 1982), 
the most suitable means of treating the equations is the time 
marching technique. The small number of solutions using the 
method reported demonstrate the promise of the technique. 
With the ultimate aim of the appUcation of the treatment to 
three-dimensional flows in turbines, the necessary next step is 
the validation of two-dimensional solutions against direct 
measurements but experimental results suitable for the purpose 
are scarce. 

Experimental investigation of condensing flows in turbines 
are hindered by the fact that at low and moderate pressures 
the supercooling associated with the first reversion of steam 
is substantial. To reproduce steam turbine nucleating and wet 
flow conditions realistically requires a supply of supercooled 
steam. The equipment constructed at Birmingham and used 
in the parallel experimental investigation achieves this under 
blowdown conditions. The present paper describes the appli
cation of the treatment to the first family of the measurements 
which have been carried out. 

Outline of tlie Treatment 
The approach used is the inviscid-viscous interaction pro

cedure widely adopted in turbomachinery studies, e.g., Han
sen, Serovy and Sokol (1979) and Calvert and Herbert (1980). 
The main flow field is regarded as inviscid and the viscous 
effects are assumed to be concentrated in the boundary layers. 
To treat the main flow field, the method of solution is a time-
marching technique as developed by Denton (1982), modified 
to allow for two-phase effects. The boundary layer terms are 
calculated from the inviscid surface velocity distributions using 
the integral method. 

To treat the main flow field, the governing equations are 
the conservation equations of mass, momentum and energy 
written for a two-phase mixture, which are then combined with 
equations describing droplet formation and interphase heat 
and mass transfer. In the present application, because of the 
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Fig. 1 General arrangement of mesh 

smallness of the droplets, interphase slip is regarded as neg
ligible. The method of treatment is essentially that described 
by Bakhtar and Mohammadi Tochai (1980) but its basic al
gorithm was subsequently modified in accordance with Den
ton's (1982) improved technique. The only limited previous 
comparison between solutions and actual experimental results 
was to the flow in a cascade of supersonic tip section blading 
(Bakhtar and So 1991). Although the general features of the 
flow were predicted reasonably well, the solutions were af
fected by shock smearing and the numerical errors associated 
with the procedure employed. 

In the present investigation the above problems have been 
minimised by using a more orthogonal main grid. To achieve 
this, the numerical procedure was rearranged to deal with a 
more general mesh and a grid of the form shown in Fig. 1 but 
using 30 X 207 points was adopted. In addition, as already 
indicated to allow for viscous effects, a boundary layer routine 
described in the Appendix was added to the program. Fur
thermore, to speed up the calculation of droplet growth rates 
outside the condensation zone, an improved procedure was 
adopted. 

Application to Experimental Results 
The experimental investigation was carried out using the 

short duration cascade tunnel already described (Bakhtar et 
al., 1991). This equipment is uniquely capable of generating 
a supply of supercooled steam. The blade profile studied was 
based on a typical nozzle section of an operating turbine. The 
experimental observations carried out consist of surface pres
sure measurements, flow visualisations, velocity traverses 
downstream of the cascade and some tentative droplet meas
urements. 

The surface pressure measurements carried out were exten
sive. It was observed that in nucleating tests the position and 
characteristics of the zone of rapid condensation were insen
sitive to the inlet supercooling over a relatively wide range 
(Bakhtar et al. 1993). Consequently, in the remainder of the 
investigation, comparisons were carried out between corre
sponding superheated and nucleating tests. The theoretical 
treatment has been applied to two sets of such measurements: 
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one with supersonic and the other with subsonic outlets and 
the comparisons may be presented as follows. 

Comparison With Surface Pressure Distributions in Tests 
With Supersonic Outlet. The theoretical and experimental 
surface pressure distributions for superheated and nucleating 
tests with supersonic outlet are compared in Figs. 2 and 3 
respectively. 

The theoretical solution plotted in Fig, 2 is one obtained as 
a preliminary to the nucleating solution. Although the inlet 
conditions adopted are those of supercooled steam, both the 
nucleation rate and wetness fraction have been set equal to 
zero in the theoretical solution, thus the behavior predicted 
would correspond with that of superheated vapor. It will be 
seen that both the measured and calculated results show an 
inflection in the pressure distribution on the suction surface 
at approximately 74% axial chord length. This corresponds 
with a change in the curvature of the suction surface which 
occurs just downstream of the throat. Downstream of this 
region, there are two further pressure rises on the suction 
surface. The first is due to the trailing edge shock wave on the 
pressure surface which has extended across the passage and is 
reflected from the suction surface, the second is the shock 
wave on the suction side of the trailing edge. All the flow 
features have been predicted satisfactorily by the solution. 

In the case of the nucleating test, the measured pressure rise 
at 74% axial chord length on the suction surface is due to 
rapid condensation and occurs just downstream of the throat. 
This also corresponds in location with the change in the cur
vature of the suction surface. The location of the rapid con
densation zone is predicted slightly late and there is some 
smearing of the pressure change in the theoretical solution but 
this is regarded as acceptable. It has already been described in 
connection with the experimental results that the position and 
characteristics of the rapid condensation zone, were insensitive 
to the inlet supercooling. Downstream of the rapid conden-
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Fig. 4 Constant Mach number and wetness contours In theoretical 
solutions 

sation zone the general features associated with trailing edge 
shock waves are similar except that, for similar pressure ratios, 
Mach numbers are lower in condensing flows. 

Contours of constant Mach number for the superheated and 
nucleating solutions are presented in Figs. 4(a) and 4(b) re
spectively and contours of constant wetness fraction in the wet 
solution are given in Figs. 4(c). In the nucleating solution, the 
speed of sound used for calculating Mach numbers has been 
the frozen speed. In the region upstream of the throat the two 
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Fig. S Calculated droplet sizes 

expansions are very similar. In the nucleating solution, the 
sonic line has shifted slightly downstream of the throat. The 
Mach number at the physical minimum area is below unity 
indicating that the flow has choked at a velocity below the 
frozen speed of round. Downstream of the throat, the detailed 
features of the nucleating solution differ from those of the 
superheated test mainly because of the lower Mach numbers 
in the condensing test. 

Variations of mean droplet radius along the mesh lines cor
responding with the suction surface, mid-passage and pressure 
surface are shown in Fig. 5. As expected, nucleation starts 
earlier on the suction surface. The steepness of rise in the 
droplet radius soon after nucleation is an indication of the 
extent of the rapid condensation zone. It will also be seen that 
surprisingly in the particular case examined, the variations of 
the droplet size across the passage is small. 

Comparisons With Surface Pressure Distributions in Tests 
With Subsonic Outlet. Comparisons between the resulting 
theoretical and measured surface pressure distributions for the 
superheated and nucleating tests with subsonic outlet are given 
in Figs. 6 and 7 respectively. The theoretical solution plotted 
in Fig. 6 was obtained as a preliminary to the nucleating so
lution by setting the nucleation rate and wetness fraction equal 
to zero. Contours of constant Mach number from the super
heated and nucleating solutions are plotted in Figs. 8(a) and 
S(b) respectively and lines of constant wetness fraction from 
the nucleating solution are given as Fig. 8(c). 

As already indicated, there is a change in the radius of 
curvature of the suction surface in the vicinity of the throat 
at 14% axial chord and the flow passage has a slightly divergent 
section downstream of this position. With reference to Fig. 6, 
there is a slight inflection in the pressure distribution on suction 
surface at this location in the dry test. With the overall pressure 
ratio selected, the flow becomes sonic at the throat and ac
celerates further for a short distance downstream. It then ad
justs through a normal shock to attain the downstream pressure. 
These features are reflected in the measured pressure distri
butions and predicted satisfactorily by the solution. 

With reference to Fig. 7, the flow accelerates until the throat 
in the nucleating test but does not choke it completely. There 
is an overexpansion region downstream of the throat on the 
suction surface. The flow accelerates beyond sonic velocity 
and rapid condensation occurs in the supersonic region. The 
actual location is very similar to those observed in tests with 
higher outlet Mach numbers. The subsequent diffusion down
stream is affected by the heat release. In comparison with the 
superheated test, the pressure rise is more gradual and occurs 
over a longer distance. 

The comparison between theoretical and experimental re
sults presented in Figs. 6 and 7 include mid-passage pressure 
distributions. It will be noted that the agreement obtained is 
satisfactory. 

Comparison With Measured Droplet Sizes. Variations of 
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mean droplet radius along the mesh lines corresponding with 
the suction surface, mid-passage line and pressure surface in 
the above solution are shown in Fig. 9. The features are very 
similar to those of the previous solution. 

Some tentative droplet measurements were carried out at 
flow conditions similar to the above using light extinction 
(Bakhtar et al. 1992). The measurements were carried out at 
a point at the intersection of the line joining the trailing edges 
of the blades and the mid-passage line. 

Although the measurement of the attenuation of the intensity 
of light beams presented no particular difficulty, the deduction 
of droplet sizes from the intensity measurements depends on 
the uniformity of the droplet population. If the droplet pop
ulation can be assumed monodispense the calculation of the 
mean droplet size and wetness fraction is straightforward, but 
examination of the results did not support this assumption. 
The alternative method is to estimate the wetness fraction from 
the pressure measurements and then still assuming a uniform 
droplet population, infer the mean droplet size from the ex
tinction measurements. Using the second method, the inferred 
droplet radii for the tests with supersonic and subsonic outlets 
were 0.057 and 0.06 nm, respectively. The predicted droplet 
radii at the same locations are 0.019 and 0.02 iJ.m, respectively. 

The uncertainty in the droplet measurements arises from the 
bi-modal distribution of the droplet population. Any foreign 
particles present in the steam whether due to feed treatment 
or otherwise will act as condensation centres but their numbers 
will not be sufficient to maintain the flow close to equilibrium. 
The fluid then supercools sufficiently to nucleate to give two 

a) Superheated 
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Mach 

Numbers 

b) Nucleating 

Solution 

Mach 
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c) Wetness 
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Fig. 8 Constant Mach number and wetness contours In theoretical 
solutions 

populations of droplets within the flow. The procedure adopted 
in the measurements was to clear the foreign particles through 
a preliminary blow-down. Nevertheless their presence could 
not be avoided completely. The presence of this second family 
is a complicating factor in the droplet measurements. However, 
as these measurements were the first of their kind to be carried 
out on the equipment, the agreement should be regarded as 
promising and indicative of the need for further development 
of the measurement technique. 
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Evaluation of the Losses 

1 Calculation of Boundary Layer Parameters. To eval
uate the influence of condensation on the aerodynamic losses, 
a boundary layer routine using the integral method was in
cluded in the treatment. It must, however, be stated that the 
empirical constants used in the relationships are those deter
mined in air. No data to indicate their values in steam has been 
available. As the range of Mach numbers involved are not 
particularly high, it has been assumed that any modifications 
of these constants will have a small effect on the solutions. 

Variations of the resulting displacement thickness and sur
face friction coefficients for the superheated and nucleating 
solutions with subsonic outlet are given in Figs. 10(a) and 10(b), 
respectively. Similar results for the solutions with supersonic 
outlet are given in Figs. 11 (a) and 11(b). 

It will be seen from the calculated variations of the mo
mentum thickness for the superheated solutions shown in Figs. 
10(a) and 11(a) that the boundary layers are extremely thin on 
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the pressure surface in all the tests. They are also extremely 
thin on the suction surface until approximately 75 percent of 
axial chord, where there is some growth. Bubble separation 
occurs at approximately 85 percent axial chord due to en
counter with the shock wave. It is assumed that transition 
occurs instantaneously and turbulent boundary layer is forced 
to start at the same position. A better impression of the location 
of transition may be obtained from the curves showing the 
variations of skin friction coefficient. There is a drop in the 
coefficient at 0.75 axial chord on the suction surface in both 
superheated solutions which is due to the inflection in the 
pressure distribution caused by the change in surface curvature. 

The pattern is similar in the case of the nucleating tests. The 
zone of rapid condensation occurs very close to the location 
of change in the blade curvature. Comparison of the skin 
friction coefficient at 0.75 axial chord length on the suction 
surface in Figs. 10(a) and 10(b) shows that the drop in the 
friction coefficient is greater for the condensing tests. This is 
an indication of the effect of the pressure changes on boundary 
layer behaviour. Although in the present solution the heat 
release caused by condensation has not been sufficient to re
duce the coefficient to zero and cause boundary layer transi
tion, nevertheless it shows that transition to turbulent flow is 
more likely to occur earlier in condensing tests. 

2 Aerodynamic Losses. The aerodynamic losses incurred 
by the flow arise from the following causes: boundary layers, 
base pressure losses, mixing downstream of the profile and 
shock waves. 

With the boundary layer data evaluated, the corresponding 
losses were calculated at the trailing edge of the profile. The 
mixing losses were calculated approximately from the known 
velocity distribution at the trailing edge plane and assuming 
the process to occur at constant momentum. The shock losses 
were evaluated from the calculated changes in the Mach num
bers from the theoretical solutions. No allowance for base 
pressure losses is included but the profile studied has a very 
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Table 1 Estimated losses percent of isentropic heat drop 

Loss 
component 

Boundary layer 
mixing 
shock 

Thermodynamic 
Total theory 
Total measured 

Value 

Dry 

3.2 
0.5 
1.1 

4.8 
5.0 

in subsonic test 

Nucleating 

3.7 
0.2 
0.3 
5.7 

10.1 
13.0 

Value 

Dry 

2.4 
0.6 
1.5 

4.5 
5.0 

in supersonic 
test % 

Nucleating 

2.6 
0.6 
0.4 
5.5 
9.1 
10.0 

thin trailing edge. The estimated losses are summarised in Table 
1. 

3 Wetness Losses. In the nucleating tests studied slip is 
regarded as negligible because of the smallness of the droplets 
and the only additional losses incurred are the thermodynamic 
component caused by internal heat transfer within the fluid. 
When the flow is condensing, separation of the liquid is through 
the growth of the droplets present within the vapour. The 
condensing molecules give up latent heat to the droplets but 
the bulk of this energy has to be returned to the vapour. For 
this purpose a temperature difference will develop between the 
phases and flow of heat across it is irreversible. In cases of 
diffusion or encounter with a shock wave, there will have to 
be some evaporation from the droplets. For this purpose, they 
will have to receive heat from the vapor which will again occur 
irreversibly. The entropy increases were integrated along the 
droplet paths. The resulting estimates of these losses are also 
given in Table 1. 

Comparison With the Efficiency Measurements. From the 
wake traverses, the efficiencies of the expansions and hence 
the total of the losses suffered by the flow were determined 
(Bakhtar et al., 1994). The results of these measurements are 
also given in Table 1. 

The agreement between the total of the calculated losses and 
the measurements for the superheated tests is reasonable con
sidering the assumption made. It can therefore be concluded 
that the magnitude of the different components of the aero
dynamic losses incurred in the superheated tests are represented 
correctly by the treatment. A substantial proportion of the 
aerodynamic losses incurred by these flows are due to shock 
waves, some directly and a further proportion because of in
creased boundary layer losses after encounter with the shock 
waves. 

The agreement between the total of calculated losses and 
the measurements is reasonable also for the nucleating test 
with supersonic outlet. The calculated boundary layer losses 
have been based on the predicted surface pressure distributions. 
The experimental measurements indicated a small rise in pres
sure at 0.74 axial chord length on the suction surface due to 
rapid condensations which was not predicted exactly by the 
solution and the position of the subsequent shock was also 
predicted a little downstream of the actual measurements. As 
both these differences will lead to thinner calculated boundary 
layers at the trailing edge, the associated losses would under
estimate the true value. 

The largest difference between the calculations and the meas
urements occurs in the nucleating test with subsonic outlet. If 
the calculated thermodynamic component of the loss suffered 
by the flow is accepted, 7.3% of the losses incurred by the 
flow must be attributed to aerodynamic causes which is sub
stantially higher than the losses in the corresponding super
heated test. A possible cause of the discrepancy between the 
calculated aerodynamic losses and the measurements might be 
the behavior of the boundary layer on the suction surface. The 
variations of the calculated skin friction coefficient shown in 
Fig. 10(̂ 7), indicate that, in the theoretical results, pressure rise 

associated with the rapid condensation zone at 0.75 axial chord 
is just insufficient to cause boundary layer transition. If in the 
actual flow the boundary layer undergoes bubble separation 
or transition at this position, it will grow further in the zone 
of diffusion increasing the losses. 

Because of the uncertainty in the speed of sound in two-
phase mixtures, the corresponding superheated and nucleating 
flows have been compared on the basis of similar overall pres
sure ratios. Consequently the Mach numbers have been lower 
in the nucleating tests leading to lower shock losses. If the 
frozen speed of sound in adopted as the basis of calculating 
Mach numbers in two phase flows, and comparisons carried 
out between tests with the same outlet Mach members, the 
shock losses would be expected to be higher in nucleating than 
dry flows but these would occur at different overall pressure 
ratios. 

The largest single item of loss suffered by nucleating flows 
is the thermodynamic component. In the test with supersonic 
outlet, the sum of thermodynamic loss and reduced shock loss 
matches the difference between the measured efficiencies of 
the superheated and nucleating flows suggesting that the re
mainder of the aerodynamic losses in these tests are of similar 
magnitude. In contrast, the increased losses measured in the 
nucleating subsonic test must stem from aerodynamic causes. 

Summary of Conclusions 
Two dimensional blade-to-blade flows of nucleating steam 

can be treated satisfactorily by the time-marching method. The 
numerical errors resulting from the internal inconsistencies 
associated with some of the algorithms employed are a poten
tial complication in the use of an otherwise powerful technique. 
By careful selection of a suitable grid the problems can be 
avoided. 

The quality of agreement between the predicted and meas
ured surface pressure distributions is good and those with the 
measured efficiencies are reasonable. The agreement with the 
measured droplet sizes is less satisfactory but the results are 
promising. 

The most important characteristic of nucleating flows is the 
high degrees of supercooling initially attained by the fluid and 
the sudden release of latent heat as the system regains ther
modynamic equilibrium. The resulting internal heat transfer 
is irreversible leading to unavoidable thermodynamic losses. 
But high degrees of supercooling need only be experienced 
once in a turbine expansion. 

The release of heat caused by rapid condensation also affects 
the behavior of the flow. The measured aerodynamic losses 
resulting from this cause have been small in the test with super
sonic outlet but significant in the particular case of the test 
with subsonic outlet. The consequential aerodynamic losses 
associated with condensing flows are not intrinsic to the process 
and can be avoided. 

The experimental and theoretical results presented demon
strate that steam turbine two-phase flow conditions can be 
modeled. It is no longer necessary to rely on empirical rules 
proposed seventy year ago. 

Acknowledgments 
The investigations were carried out in the School of Man

ufacturing and Mechanical Engineering of the University of 
Birmingham and supported by grants from the Science and 
Engineering Research Council. The authors are also grateful 
for the assistance of Drs. R. A. Webb and M. H. Shojaee-
Fard for the provision of the surface pressure measurements 
quoted. 

Journal of Fluids Engineering MARCH 1995, Vol. 117/143 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
Abu-Gliannam, B. J., and Shaw, R., 1980, "Natural Transition of Boundary 

Layer, the Effect of Turbulence, Pressure Gradient and Flow History," Journal 
of Mechanical Engineering, Vol. 22, No. 5, pp. 213-228. 

Bakhtar, F., Ebrahimi, M. and Webb, R. A., 1994, "An Investigation of 
Nucleating Flows of Steam in a Cascade of Turbine Blading — Walce Traverses,'' 
ASME JouRNAi. OF FLUIDS ENGINEERING, Vol. 16, pp. 121-127. 

Bakhtar, F., and Mohammadi Tochai, M. T., 1980, "An Investigation of 
Two-Dimensional Flows of Nucleating Steam by the Time-Marching Method," 
International Journal of Heat and Fluid Flow, Vol. 2, No. 1, pp. 5-18. 

Bakhtar, F., Shoejaee-Fard, M. H., and Savage, R. A., 1993b "An Inves
tigation of Nucleating Flows of Steam in a Cascade of Turbine Blading—Effect 
of Overall Pressure Ratios," Proc. Cavitation and Multiphase Flow Forum, 
O. Furuya, ed., ASME Fluids Engineering Conference Washington June 2 0 -
24 FED 153, pp. 205-208. 

Bakhtar, F., Siraj, M. A., Barmkole, B. O., Webb, R. A., and Ebrahimi, 
M., 1992, "A Study of Nucleating and Wet Steam Flows in a Cascade of Turbine 
Blading—Droplet Measurements," Proc. Cavitation and Multiphase Flow 
Forum, 0 . Furuya, ed., ASME Fluids Engineering Conference, Los Angeles, 
21-26 June FED 135, pp. 167-170. 

Bakhtar, F., and So, K. S., 1991, "A Study of Nucleating Flows of Steam 
in a Cascade of Supersonic Blading by the Time-Marching Method," Interna
tional Journal of Heat and Fluid Flow, Vol. 12, No. 1, pp. 54-62. 

Bakhtar, F., Webb, R. A., Shojaee-Fard, M. H., and Siraj, M. K., 1991, 
"An Experimental Facility for Studies of Nucleating and Wet Steam Flows in 
Turbine Blading," Proc. Inst. Mech. Engrs., Conference, Turbomachinery Latest 
Developments in a Changing Scene, Mechanical Engineering Publications, Pa
per C423/003, pp. 191-199. 

Bakhtar, F., Webb, R. A., Shojaee-Fard, M. H., and Siraj, M. A., 1993, 
"An Investigation of Nucleating Flows of Steam in a Cascade of Blading," 
ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 115, pp. 128-134. 

Calvert, W. J., and Herbert, M. V., 1980, "An Inviscid-Viscous Interaction 
Method to Predict the Blade-to-Blade Performance of Axial Compressors," 
Aeronautical Quarterly, Vol. 31-32, pp. 173-196. 

Cebeci, T., and Bradshaw, P., 1977, Momentum Transfer in Boundary Layers, 
Hemisphere Publishing. 

Denton, J. D., 1982, "An Improved Time-Marching Method for Turboma
chinery Flow Calculations," ASME Paper 82-GT-239. 

Dibelius, G. H., Mertens, K., Pitt, R. U., and Strauf, E., 1987, "Investigation 
of Wet Stream Flow in Turbines" Proc. I. Mech. E. Conference "Turboma
chinery—Efficiency Prediction and Improvement," 1987-6 Cambridge C 271/ 
87, pp. 135-143. 

Green, J. E., Weeks, D. J., and Brooman, J. W. F., 1973, "Prediction of 
Turbulent Boundary Layers and Wakes in Compressible Flow by a Lag-En-
trainment Method," ARC R&M No 3791. 

Haller, B. R., Unsworth, R. G., Walters, P. T., and Lord, M. J., 1988, 
"Wetness Measurements in a Model Multistage Low Pressure Steam Turbine," 
Proc. BNES/Mech. E. Conference, Technology of Turbine Plant Operating 
with Wet Steam, London, pp. 137-145. 

Hansen, E. C , Serovy, G. K., and Sockol, P. M., 1979, "Axial—Flow Com
pressor Turning Angle and Loss by Inviscid-Viscous Interaction Blade-to-Blade 
Computation," ASME Paper 79-GT-5. 

Horton, H. P. , 1969, " A Semi-empirical Theory for the Growth and Bursting 
of Laminar Separation Bubbles," ARCCP No. 1073. 

Kleitz, A., Laali, A. R., and Courant, J. J., 1988, "Fog Droplet Size Meas
urement and Calculation in Steam Turbines," Proc. BNES/IMechE. Confer
ence, Technology of Turbine Plant Operating with Wet Steam, London, pp. 
177-182. 

Moore, M. J., and Sieverding, C. H., 1976, Two-Phase Steam Flow in Tur
bines and Separators, Hemisphere Publishing. 

Stastny, M., 1979, "Structure of Secondary Phase Downstream of Moving 
Blades in L.P. Cylinder Stages of Steam Turbines," Proc. I. Mech. E. Con
ference, Steam Turbines for the 1980s, 1979-12 London, pp. 371-384. 

Steltz, W. G., Lee, P. K., and Lindsay, W. T., 1981, "The Verification of 
Concentrated Impurities in Low Pressure Steam Turbines," Aerothermody-
namics of Steam Turbines Steltz and Donaldson, eds., ASME Winter Annual 
Meeting, Washington D. C , pp. 73-82. 

Tanuma, T., and Sakamoto, T., 1991, "The Removal of Water from Steam 
Turbine Stationary Blades by Section Slots," Proc. Mech. E. Conference, Tur
bomachinery—Latest Developments in a Changing Scene, 1991-3, London, C423/ 
022, pp. 179-189. 

Walters, P., 1985, "Wetness and Efficiency Measurements in L.P. Turbines 
With an Optical Probe as an Aid to Improving Performance," ASME paper 
85-JPGC-GT-9. 

Yoeh, C. C , and Young, J. B., 1982, "Non-equilibrium Streamline Curvature 
Throughflow Calculations in Wet Steam Turbines," ASME Journal of Engi
neering for Power, Vol. 104, pp. 489-496. 

A P P E N D I X 
Boundary Layer Treatment 
The outlines of the approach used may be summarized as 
follows: 

1. Treatment of Laminar Layers. The treatment used is 
that of Thwaites. The coefficients necessary for the calculation 
of the skin friction and displacement thickness were taken from 
Cebecci and Bradshaw (1977). 

2. Laminar—Turbulent Transition. The method of Abu-
Ghannam and Shaw (1980) has been adopted for the prediction 
of the start and end of transition and those of Horton (1969) 
for treating laminar separation bubbles. In the present study, 
transition was due to bubble separation but it occurred at the 
encounter with the shock wave and the length of the separation 
bubble was unrealistically long. Consequently, transition was 
assumed to occur instantaneously. 

3. Treatment of Turbulent Layers. The treatment used 
is the lag-entrainment method as described by Green et al. 
(1973). The further auxiliary equations are also those given by 
the above authors. The system of equations was integrated by 
the Runge-Kutta technique. 

4. Treatment of Wakes. The equations described above 
apply equally to the flow downstream of the trailing edge. The 
only change was that the skin friction coefficient was set to 
zero and the scaling factor allowing for the effect of the sec
ondary influences on the turbulence dissipation length was 
halved. 

The Inviscid—Viscous Procedure. The usual inviscid-vis
cous interaction procedure adopted is to find the inviscid free 
stream flow for the blade geometry and then to evaluate the 
boundary layer displacement thickness corresponding to the 
blade surface inviscid velocity distribution. The displacement 
thicknesses are then added in order to modify the blade ge
ometry and the process is repeated until the results converge. 
In the present work, however, the magnitude of the displace
ment thickness was very small and the boundary layer routine 
was called only once at the end of the field calculation. 
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An Experimental Data Base 
for the Computational Fluid 
Dynamics of Reacting and 
Nonreacting IVIethanol Sprays 
The present data set consists of detailed measurements obtained within methanol 
sprays produced by a research atomizer which is operated with three atomizing air 
modes: none, non-swirling, and swirling. In addition, the cases with nonswirling 
and swirling atomizing air are characterized under reacting conditions. In each 
case, state-of-the-art diagnostics are applied. Measurements of the gas phase ve
locities in both the single and two-phase cases, droplet size distributions, and vapor 
concentration are obtained. The data are reported in a standardized format to en
sure usefulness as modeling challenges. The results obtained reveal the presence of 
significant interaction between phases and significant changes in spray structure as 
a result of altering the atomizing air characteristics. Efforts have been directed 
toward delineation of errors and comparison with existing data sets where possible. 
The result is a comprehensive data base for vaporizing sprays under reacting and 
non-reacting conditions which permit a systematic variation in aerodynamic effects 
to be explored. 

Introduction 

In 1986, a NASA funded program for development of com
putational fluid dynamics codes for the prediction of complex 
aerothermochemical flows concluded that the development and 
verification of predictive codes was severely compromised by 
a lack of relevant and/or well documented experimental data 
(e.g., Mongia et al., 1986). One area in which data were found 
lacking is spray behavior. Recent developments in the area of 
spray characterization diagnostics are permitting information 
regarding spray behavior to be examined in great detail (e.g., 
McDonell and Samuelsen, 1990a). However, the goal of the 
majority of these studies has been to examine particular as
pects of spray structure (e.g., droplet distribution means, drop
let velocity). As a result of not measuring all aspects of the 
spray structure, these data sets have limited use for validation 
of computational fluid dynamic codes. Additionally, the ma
jority of these data sets have not been made available in a 
format which provides the necessary information required for 
use in modeling challenges. 

Recently, detailed data have been obtained in a series of 
evaporating sprays under both reacting as well as non-reacting 
conditions (McDonell and Samuelsen, 1993; McDonell et al., 
1992; 1993a, b). These papers examine, in great detail, the 
structure of such sprays with the goal of providing insight not 
previously available. The present paper expands this data base 
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and documents the results in a format (outlined in Appendix 
A) following that of Faeth and Samuelsen (1986). 

The goal of the paper is to provide a collection of detailed 
data covering a range of fuel injector operation modes for model 
development, verification, and application. 

Experiment 

Fuel Injector. The fuel injector used for the present study 
is the Research Simplex Atomizer (RSA) which is manufac
tured by Parker Hannifin. Figure 1 presents details regarding 
the fuel injector geometry. A simplex injector tip is mounted 
centrally within a passage which allows air to be run through 
it. A swirler can be placed in the air passage to impart tan
gential momentum to the atomizing air. For the present data 
base, an additional concentric tube was placed over the end of 
the fixture shown to the left of Fig. 1, which brings the O.D. 
at the end of the inlet to 50.8 mm. Hence, the fuel injector 
assembly can be depicted as a round pipe 50.8 mm in diameter 
with a flat end and a hole 4.90 mm in diameter located at the 
center of the flat end. 

The data base described features three modes of the injector 
operation: simplex (no atomizing air), nonswirling air-assist, 
swirling air-assist. The inlet geometry modifications required 
to obtain these modes are depicted in Fig. 2. In each case, the 
external geometry of the fuel injector remains the same. Hence, 
the only change made from a CFD standpoint is a modest change 
in inlet conditions. 

Fuel. Methanol is employed for the testing. It is a single 
component fuel, so effects of variation in volatility with fuel 
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Fig. 2 Three modes of Injection 

composition are removed. For non-reacting conditions, the 
density of the methanol vapor is similar to that of air. Finally, 
for reacting conditions, the flame is relatively soot free which 
is attractive for characterization with non-intrusive diagnos
tics. As described below, the use of methanol also helps to 
reduce systematic errors associated with the optical diagnostic 
used. 

Operating Conditions. The five cases included in the data 
base utilize methanol injected at a mass flow rate of 1.26 g/s 
(420 kPa pressure drop). When air is utilized (Cases 2-5), a 
mass flow rate of 1.32 g/s is injected. For the cases without 
swirl, this air flow results in a pressure drop of 3.73 and 3.48 
kPa for conditions with and without spray, respectively. For 
cases with swirling atomizing air (Cases 3 and 5), the pressure 
drop is 13.79 kPa. Methanol and air are injected at 18-22 C. 

Boundary Conditions. In each case, the sprays injected 
downwards from the center of a 495 X 495 mm square duct. 
Air is pulled through the top of the duct by a blower at a bulk 
velocity of 0.8 m/s . Measurements away from the centerline 
revealed that sufficient air is injected to enable a zero gradient 
boundary condition to be imposed near the wall of the duct 
(approximately 180 mm from the centerline). Measurements 
are obtained at axial locations, Z, of 15, 25, 35, 50, 75, 100, 
and 150 mm downstream of the injector. In addition, an "in
let" plane measurement is obtained near the injector. For the 
sprays considered, physical constraints (i.e., nonspherical drops) 
for the PDI permitted measurements to be obtained 7.5 mm 
downstream. For each case, this is taken as the "inlet" bound
ary. Figure 3 illustrates the overall geometry and indicates the 
relation of the measurement domain to the flow field. 

Diagnostics. Phase Doppler-Interferometry (PDI) is the 
primary diagnostic tool employed. Additional details regarding 
the instrument as utilized for the present study are available 
elsewhere (McDonell and Samuelsen, 1990b, McDonell and 
Samuelsen, 1993). Note that the PDI system is used to mea-

Z TRAVERSE 

HONEYCOMB 

INJECTION TUBE 

X - Y TRAVERSE 

457.2 mm 

ILUTION AIR PORT 

^ ^ EXHAUST 

i 
TQ BLOWER 

Fig. 3 Schematic of facility and measurement domain 

sure the gas phase velocities in the presence of the spray. This 
is achieved by seeding all the air streams, optimizing the in
strument to detect small particles, and then, via post-process
ing, isolating the velocity statistics associated with the small 
particles. 

The vapor concentration measurement system (IRES) is also 
described in detail elsewhere (Adachi et al., 1991). 

Results and Discussion 

Global Structure. Figure 4 presents photographs of the 
five cases (Figs. 4 (a-e) correspond to Cases 1-5, respec
tively). The first three photos document the nonreacting sprays 
(Figs. 4(fl-c)) and reveal the impact of the operating mode on 
the overall spray structure. The addition of non-swirling at
omizing air collapses the spray and results in an apparent in
crease in concentration. Adding swirl to the air-assist results 
in a broadening of the spray compared to the case without swirl 
as well as an increase in the structure at the outer edges. 

The reacting cases (Figs. 4(d-e)) reveal that the droplets are 
rapidly consumed downstream of the atomizer. In both cases, 
droplets at the centerline persist the farthest downstream. Note 
also that packets of isolated droplets appear in regions away 
from the centerline. 

Gas Phase Behavior. To provide an overview of the gas 
phase behavior in the presence of the spray, Fig. 5 presents 
vectors of the velocity in the r-Z plane along with contours 
which depict the mean hydrocarbon concentration. Note that, 
in each non-reacting case, measurements of the single phase 
flow (absence of spray) are also available. These results are 
not included in detail here for brevity, but provide cases which 
eliminate, as a first step, the complexities of the two-phase 
interaction. 

Figures 5(a-c) present results for the nonreacting cases. The 
gas phase velocities are strongly dependent upon the presence 
of atomizing air, as expected. In the case without atomizing 
air (Case 1: Fig. 5(a)), the gas phase mean velocities are gen
erally less than 5 m/s . The results reveal the presence of en-
trainment associated with the injection of the spray. As the air 
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Fig. 4 Backlit photographs of the sprays for the five cases Fig. 4(a) Case 1 Fig. 4(b) Case 2 Fig. 4(c) Case 3 Fig. 4(d) Case 4 Fig. 4(e) Case 5 

entrained reaches the area near the spray, it is accelerated by 
the spray and moves away from the centerline. By 75 mm 
downstream, the momentum exchange between phases is nearly 
completed and the gas moves nearly straight down. Note that, 
at regions away from the centerline, the air flow is essentially 
flowing in the axial direction. 

The vapor concentration contours reflect, to a degree, the 
locations where the spray exists. The maximum concentrations 
exist at the centerline (3.8 percent by volume). This is attrib
uted to (1) the presence of large numbers (McDonell and Sa-
muelsen, 1990b) of small droplets in this region moving at low 
velocities (i.e., short vaporization time combined with long 
residence time) and (2) low dilution associated with entrain-
ment air from outside the spray. Based on calculations and 
psychrometer experiments, the saturation temperature for 
methanol under the experimental conditions considered is be
tween - 8 and -4°C. If 3.8 percent vapor concentration is as

sumed to be a saturated condition, the gas temperature would 
be - 3 . 7 to -1°C, suggesting that the conditions at the cen
terline of the CASE 1 spray are nearly saturated, precluding 
additional vaporization in this region. The vapor concentra
tions decrease with increased distance from the centerline due 
to entrainment of air surrounding the spray and a decrease in 
the total droplet concentration. 

When non-swirling air-assist is added (Case 2: Fig. 5(b)), 
several changes in the Case 1 velocities are apparent. The ve
locities at the centerline are greatly enhanced (reaching 50 m/s). 
The spray width is reduced (Fig. 4(a)) which results in strong 
interaction with the gas phase in regions nearer to the center-
line. 

Like the Case 1 spray, the vapor concentrations in the Case 
2 spray are highest at the centerline (2.4 percent). For Case 
2, however, two sources of dilution exist, entrainment from 
the surrounding air and the atomizing air itself. As a result, 
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Fig. 5 Continued 

the Case 2 spray may not be expected to reach saturation. 
However, convective effects may lower the temperature within 
the spray, resulting in lower concentrations at the saturated 
condition. Away from the centerline, entrainment of the sur
rounding air becomes significant enough to lower the vapor 
concentration. 

When swirl is added to the atomizing air (Case 3: Fig. 5(c)), 
several features in the velocity change. In this case, a small 
recirculation zone is formed immediately downstream of the 
injector. This results in a local minimum in velocity at the 
centerline with increased distance from the injector. Compared 
to the Case 2 spray, an increase in the width is apparent (con
sistent with Figure 4a). The swirl reduces the maximum axial 
velocities. 

The vapor concentrations in the Case 3 spray feature a local 
maximum at the centerline within a region extending about 65 
mm downstream. The maximum concentrations in this region 
(3.6 percent) approach those in the Case 1 spray. In this case, 
the velocities are lower (increased residence time, decreased 
convective transfer), hence a saturation condition is more likely 
than in the Case 2 spray. 

Figures 5(rf-e) presents the same results for the reacting cases 
(Cases 4 and 5). The reacting case with nonswirling atomizing 
air (Fig. 5((i)) reveals features which are similar to those for 
the non-reacting case. The axial velocities retain the maximum 
values at the centerline. With increased distance downstream, 
the velocities increase compared to the non-reacting case due 
to the expansion of the gases. Note that, in the flow away from 
the spray, a region of reverse flow is present. This is due to 
buoyancy effects (recall that the experiment is downfired). In 
the Case 4 spray, this external recirculation zone helps to sta
bilize the reaction. 

The vapor concentrations in the Case 4 spray still show a 
maximum at the centerline. In this case, the vapor is consumed 
as well as produced, so what is presented is really unbumed 
hydrocarbons. The peak levels for the Case 4 spray (3.6 per
cent) suggest a lean reaction. 

The velocities and vapor concentrations in reacting case with 
swirling atomizing air (Case 5: Fig. 5(e)) reflect the general 
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Fig. 6 Comparison of droplet size distribution sauter mean diameter 
for the nonreacting sprays 

trends of the corresponding nonreacting case (3). Like Case 4, 
an external recirculation zone is formed which is due to buoy
ancy. In this case, more droplets are present in the region away 
from the centerline (recall Fig. 3(Z?)), and these droplets (local 
vapor sources) combined with the external recirculation zone 
lead to the "peninsula" of vapor away from the centerline. 

Droplet Behavior. Figures 6 and 7 present comparisons 
of the droplet mean behavior in the non-reacting cases at three 
axial locations. Figure 6 compares the droplet size distribution 
Sauter mean diameter. In the absence of atomizing air, the 
radial profiles are typical of those from a hollow cone simplex 
spray, namely; minimum values at the centerline and maxi
mum values at some radial location. This is due to isolation 
of drops according to momentum. Initially, the fuel is injected 
in an cone-annular sheet which, in this case, has an angle of 
89 deg. As the sheet breaks up, small drops shed off both 
sides, with the larger drops maintaining a trajectory which is 
close to that of the original sheet. As the spray moves down
stream, air entrained from the surroundings imparts a force 
radially inwards on the drops. This force results in more mo
tion for small drops, and they are carried in towards the cen
terline. At axial locations close to the injector, the shedding 
of small drops off the outer and inner surface of the sheet leads 
to a local maximum in drop size at some radial distance from 
the centerline with smaller sizes found at radial locations be
yond this distance. This effect disappears with increasing axial 
distance because the small drops on the outside of the sheet 
are carried back inside the trajectory of large drops. 

When nonswirling atomizing air is added, the effect is pri
marily a collapse of the spray with only a small effect of the 
drop size. A concise statement of the droplet mean size is a 
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Comparison of droplet mean axial velocity for the nonreacting 

line-averaged Sauter mean diameter. Using this as a quick in
dication of trends in drop size, at an axial location of 75 mm, 
the average drop size decreases from 35.3 ;u.m to 31.5 jU,m 
when non-swirling atomizing air is added. This is somewhat 
surprising since the atomizing air impacts the cone-annular sheet 
at nearly normal angles. When swirl is added, the spray width 
is increased, and the average drop size is significantly reduced 
(from 31.5 /im to 17.4 fim). 

Figure 7 presents the impact of the injection mode on the 
spray mean axial velocity. Note that this is the number weighted 
mean axial velocity for the entire spray. It does not account 
for size-velocity correlations. The trends in the droplet veloc
ity are similar to those for the gas phase. The drop velocities 
for the spray with no atomizing air are generally less than 10 
m/s. When non-swirling atomizing air is added, the droplet 
velocities are increased dramatically. Adding swirl to the at
omizing air results in a reduction of this velocity, but to levels 
which are still greater than those found in the case without 
atomizing air. 

These same types of results are available for the reacting 
cases as well (McDonell and Samuelsen, 1990b). Reaction does 
not change the general trends observed in the comparisons shown 
in Figs. 6 and 7. The primary effect of the reaction is to reduce 
the droplet size distribution means. However, it is also ob
served that the span of the distribution tends to increase with 
the presence of reaction. Also, the mean velocity measured at 
a given point increases. The interpretation of the drop velocity 
is challenging in the reacting case because the drop size is 
continually changing. This makes discrimination between mo
mentum transfer between phases nearly impossible. In fact, a 
suitable predictive code could fill in the needed insight to bet

ter understand the role of vaporization and momentum trans
fer. 

In order to determine the behavior of a particular size class, 
the mean velocity statistics can be calculated as a function of 
size class. Figure 8 presents radial profiles of the mean axial 
velocity as a function of droplet size for the non-reacting cases. 
The left column presents these results for the case without at
omizing air (Case 01). Note that a strong dependency of drop 
velocity on drop size exists. For reference, the gas phase mean 
axial velocity is included. Significant slip velocities exist, in
dicating that strong momentum transfer between phases is oc
curring. 

The middle portion of Fig. 8 presents the same type of re
sults for the case with non-swirling atomizing air (Case 02). 
The trends are similar to those observed in the case without 
atomizing air. The primary differences are that the magnitude 
of the velocities are higher and, near the centerline, the ve
locity of gas phase exceeds that of the drops. This results in 
a situation where, at the centerline, momentum is transferred 
from the drops to the gas. 

The right column of Fig. 8 presents the results for the case 
with swirling atomizing air (Case 03). Similar trends are ob
served. 

Once again, the companion results for the reacting case are 
not presented for brevity, but are available as part of the data 
base (McDonell and Samuelsen, 1990b). 

Quality Assurance Efforts. A primary challenge in ap
plying state-of-the-art diagnostics to complex systems is the 
ensuring of accuracy. In the present data base, efforts were 
made, where possible, to ensure the quality and accuracy of 
the results. The following section delineates examples of the 
actions taken to ensure data quality. 

Absolute Comparisons. Each instrument is subject to sys
tematic errors associated with noise, optical alignment, etc. In 
the present data base, specific tests were carried out to better 
understand the fundamental limits in the measurement accu
racy. The PDI instrument absolute accuracy suffers addition
ally from being dependent upon the spray measured. To this 
end, two studies were conducted in support of this data base 
as well as for general applications of the PDI instrument 
(McDonell and Samuelsen, 1990c; McDonell and Samuelsen, 
1991). No short answer exists for determining the accuracy of 
the PDI measurements. The studies do indicate that the size 
and velocity of a single droplet can be measured with good 
accuracy (3 percent error in size, 1 percent error in velocity). 
Where the significant shortcomings arise are in the absolute 
counting of particles and the representation of the polydisper-
sion. PDI is a single particle counter. If more than one particle 
enters the probe volume, either one or both particles will be 
invalidated (and hence quantities such as volume flux and con
centration are subject to the largest errors). In addition, the 
dependency of the sample volume upon particle size must be 
somehow accounted for. The algorithms utilized suffer from 
inaccuracies and assumptions. As a result, the accuracy must 
be inferred from other tests (e.g., comparisons to other in
struments, mass flux profile integrations). 

The IRES measurement accuracy was evaluated for the sprays 
measured for the data base and are documented in Adachi et 
al., 1991. For the system used for in the present data base, 
the detectability limit is 0.1 percent. Maximum systematic er
rors of 7 percent and 15 percent are assigned to the nonreacting 
and reacting data, respectively. 

A check which is often conducted for PDI measurements 
involves integration of a radial profile of volume flux. This 
integration should lead to the total liquid flow rate through the 
axial plane where measurements were obtained. In a vapor
izing spray, some value which is less than the metered flow 
to the injector should be obtained. However, in the absence 
of quantification of the vaporization, this cannot give an ab-
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Table 1 Mass conservation in the nonreacting sprays 

Case 

1 

2 

3 

Axial 
Plane 

25 
75 
25 
75 
25 
75 

Liquid flow via 
PDI (g/s)" 

0.914 ± 0.171 
1.130 ± 0.317 
0.407 ± 0,048 
0.587 ± 0.226 
0.299 ± 0.084 
0.434 + 0,168 

Vapor flow via 
IRES (g/s) ' 

0.073 ± 0,007 
0.200 ± 0.020 
0.075 ± 0.007 
0.185 ± 0.019 
0.251 ± 0.025 
0.397 ± 0.056 

Total 
(g/s) 
0.987 
1.330 
0.482 
0.772 
0.550 
0.831 

% Mass 
totaf 

78 ± 14 
106 ± 27 
38 ± 5 
61 ± 19 
44 ± 9 
66 ± 18 

'"'Errors are established in this case by utilizing the ratio of samples 
attempted to samples validated at each radial location. The metered 
injected liquid mass flow rate is 1.26 g/s. 
*'A maximum systematic error of 7% was established for these sprays. 
Symmetry effects generally resulted in an additional 3% in uncer
tainty. At 75 mm for Case 3, asymmetries in the gas velocity (needed 
to compute vapor flux) are reflected as well. 
'"'Assumes that errors in PDI and IRES are summed linearly and should 
reflect a "worst case" scenario. 

solute comparison. In the present case, the IRES measure
ments can be combined with the PDI measurement of gas phase 
velocity to provide the total flow rate of vapor through each 
plane (McDonell and Samuelsen, 1992). The measurement of 
liquid flow (PDI) and vapor flow (IRES) permits account
ability of all methanol injected. Table 1 summarizes these 
quantities at an axial locations of 25 and 75 mm. 

At least two points are illustrated in Table 1: (1) mass con
servation is worse at locations close to the injector, and (2) 
significant errors exist in the figures. In the cases where sig
nificant mass is not accounted for, yet errors are small (e.g., 
Case 3, Z = 25 mm), it is likely that many multi-drop occur
rences are detected. Although initially disconcerting, the lack 
of mass conservation due to high concentrations does not likely 
invalidate distribution averages (Edwards and Marx, 1992). 
What is compromised in these cases are the measurement of 
total drop population (i.e., concentration), and volume flux. 
This must be considered when utilizing the present data for 
model comparison. 

Symmetry Evaluation. For Cases 1 and 2, detailed sym
metry assessments were carried out. This was accomplished 
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by making PDI measurements for different injector orienta
tions (in 45 deg increments). An example of the symmetry for 
the Case 2 spray is shown in Fig. 9. The results shown are 
the mean value from a given radial location with error bars 
which reflect the standard deviation about the mean. The Case 
2 spray reveals excellent symmetry in terms of both gas phase 
velocities as well and distribution means. Case 1 shows similar 
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symmetry. The symmetry for Case 3 is not as good as for Case 
1 and 2. 

Repeatability. For Cases 1-3, at least two sets of PDI data 
were obtained. Generally, the mean quantities measured at a 
given point repeated to within 5 percent. In order to provide 
a more meaningful case for repeatability, the Case 1 spray has 
been characterized as part of an interlaboratory comparison 
(McDonell et al., 1994). Figure 10 presents an example of the 
comparison. In this study, five data sets (Cases A-E in Fig. 
10) were obtained over a 27 month period of time on the same 
injector. The results show the degree to which measurements 
obtained in independent laboratories repeat. 

Comparison to Existing Data. Unfortunately, spray char
acterization results are highly system specific. It is uncertain 
what level of agreement should be expected between detailed 
measurements obtained in general systems. In the current data 
base, some examples are available for the Case 1 spray where 
direct comparison can be made with existing data. In addition 
to the interlaboratory test carried out (McDonell et al., 1994), 
results previously obtained were also available (Dodge, 1986). 
An example of the comparison of the results from the present 
spray is shown in Fig. 11. 

Summary and Conclusions 
Detailed and well documented data sets, following the for

mat prescribed in Appendix A, are available for the devel-
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opment and verification of computation codes proposed for spray 
behavior (McDonell and Samuelsen, 1990b). The data sets re
veal that changes in the injection mode has profound effects 
on the spray behavior. In addition, the results provide cases 
in which momentum transfer occurs both to and from the drop
lets. Finally, the inclusion of vapor measurements within the 
sprays allows, for the first time, both diffusion and thermal 
gradient driven vaporization models to be evaluated. 
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Dispersion of Ellipsoidal 
Particles in an Isotropic 
Pseudo-Turbulent Flow Field 
Dispersion of ellipsoidal particles in a simulated isotropic pseudo-turbulent field is 
studied. A procedure using Euler's four parameters in describing the particle ori
entations is used, and the governing equations for the translational and rotational 
motions of particles are outlined. Turbulence fluctuation velocity field is simulated 
by a Gaussian random model. Motions of ellipsoidal particles of different sizes and 
lengths are analyzed. Ensemble and time averagings are used for evaluating various 
statistics of particle motion. Effects of size, shape, and density ratio on the mean-
square particle velocities and the relative particle diffusivities are studied. By ap
plying the orientation-averaging procedure, an analytical model for estimating the 
mean-square particle velocities and the relative diffusivities is developed. The pre
dictions of the approximate model are compared with the simulation results and 
discussed. 

Introduction 

Understanding motions of small particles suspended in lam
inar and turbulent flows has received considerable attention 
due to its significance in numerous engineering applications. 
Reviews of the early works on turbulent dispersion were pro
vided by Soo (1967) and Hinze (1975). Recently, Maxey (1987) 
analyzed the gravitational settling of aerosol particles in a ran
dom flow field. Ounis and Ahmadi (1989) simulated the mo
tions of small suspended particles in a digitally generated three-
dimensional Gaussian random field. Ounis and Ahmadi (1990), 
Wang (1990), and Mei et al. (1991) estimated the response 
statistics of spherical particles by using a spectral method. The 
effect of crossing trajectories on particle dispersion has been 
studied by Reeks (1977) and Wells and Stock (1983), among 
others. 

These earlier works were almost exclusively concerned with 
idealized spherical particles. Thus, the effects of orientation 
of elongated particles and their rotational motions were ig
nored. It is well known that most natural dust and solid aerosol 
particles generated in industrial processes are nonspherical. 
Motions of nonspherical particles in shear fields are much more 
complicated than those of their spherical counterpart. For non
spherical particles, the orientation and the rotation can no longer 
be neglected. In the past decade, transport and deposition of 
nonspherical aerosol particles in laminar flows have received 
considerable attention. Gallily and Cohen (1979), Gradon et 
al. (1989), Schambergeretal. (1990), and Maxey (1990), among 
others, conducted several computer simulations of the motions 
of nonspherical particles in laminar flow conditions. In these 
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works, Euler angles were used in describing the particle ro
tations. Studies of nonspherical particle motions in turbulent 
flows are, however, rather scarce compared with those for 
laminar ones. Recently, Fan and Ahmadi (1990) simulated the 
motions of nonspherical particles in an isotropic field. Knowl
edge on dispersion of these nonspherical particles in turbulent 
air streams is far less complete than their spherical counterpart. 

In this study, a series of digital simulations for dispersion 
of ellipsoidal particles in an isotropic pseudo-turbulent field in 
the absence of gravity is carried out. The governing equations 
for the translational and rotational motions of particles are de
scribed. Here, unlike the simulation works existing in the cur
rent literatures, Euler's four parameters instead of Euler angles 
are used in describing the rotational motions of particles. (Use 
of Euler's parameters in simulations is superior to that of Euler 
angles because the latter involves a severe singularity.) The 
pseudo-turbulent flow field is generated by a Gaussian random 
model that was proposed by Kraichnan (1970). For different 
particle sizes, lengths, and densities, ensemble and time av
eragings are used to evaluate various statistics of particle mo
tion. Effects of various parameters on the mean-square particle 
velocities and the relative particle diffusivities are studied. Based 
on an orientation-averaging procedure, approximate analytical 
expressions for the mean-square particle velocity and the rel
ative diffusivity are developed. The analytical model predic
tions are compared with the simulation results and discussed. 

Basic Equations 

Figure 1 shows the schematic of an ellipsoidal particle mov
ing in a general flow field and the corresponding inertia 
[x, y, z] and particle [x, y, z] coordinate systems used. In this 
figure, a third coordinates system, [i, y, z], with its origin 
coinciding with that of the particle frame and its axes being 
parallel to the corresponding axes of the inertia frame is also 
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Fig. 1 Schematic diagram of the ellipsoidal particle and the corre
sponding coordinate systems 

shown. This latter coordinate system will be called the co-
moving frame for convenience. The equations of motion of an 
ellipsoidal particle moving in an arbitrary flow field, in the 
absence of Brownian and external effects is given as (Gallily 
and Cohen, 1979), 

Translation Motion 

m''— = (\ 
dt 

Rotation Motion 

do)i 

at 

da)f 

d(Oi 

• dt 

<o,o),(h - h) = Tt 

aJ^Wj,(/^ - /j,) rph 

(1) 

(2) 

(3) 

(4) 

In these equations, m^ is the particle mass, t is the time, v = 
[V;̂ , Vy, Vj] is the translational velocity vector of the particle 
mass center, f* = [fx,fy,fi'] is the hydrodynamic force acting 
on the particle, [/;, /;, li\ is the moments of inertia of the 
particle with respect to the particle axes, [w ,̂ Wj, Wf] is the 
angular velocities of the particle with respect to the particle 
axes, and [7"|, T*, T*] is the hydrodynamic torque acting on 
the particle. It should be emphasized that, in Eqs. ( l)-(4), the 
translation motions are expressed in an inertia frame, [x, y, z], 
while the rotation motions are written in the particle frame, 
[x, y, z]. 

The particle position may be easily obtained from 

dx 

dt 
V, (5) 

where x = [jc, y, z] is the position vector. Evaluating particle 
orientation is, however, more complicated. The transformation 
between the co-moving and the particle frame coordinates is 
given by Goldstein (1980), 

X = A-x, (6) 

where ^ = [i, y, z] , x = [x, y, z] , and A is the transformation 
matrix. Euler angles [6i, 02, 63] are widely used for describing 
the rotational motions of rigid bodies. The transformation ma
trix, A = [fly], expressed in terms of these angles is given as 

cO^cOi - cd2S0]S62 
-sO^cOi — cdisO^cdi 

sdiSdi 
-Se^sOi + C02C0|C03 €63562 

— s62Cdi C62 

fe, 
62 

[03 
= 

W.« 

(Of 

Mi 

(7) 

where s6i = sin 6i, cO^ = cos 6u etc. It should be mentioned 
that the x-convention definition of Euler angles as described 
by Goldstein (1980) is used here. 

The time rates of changes of Euler angles are related to the 
angular velocities of the particle, i.e., 

sin 62 sin 63 cos 3̂ 0 
sin 02 cos 03 -s in 03 0 62 = co^ , (8) 

cos 02 0 1 

where a dot on top of a letter stands for a time derivative. 
There is, however, a complication in describing fully rota
tional motions by using Euler angles. The determinant of the 
coefficient matrix of Eq. (8) is - sin02, which implies that the 
matrix becomes singular at 02 r 0 and IT. Thus, Eq. (8) cannot 
be inverted to solve for 0i, 02, 03 near the singular values. Thus, 
while Euler angles are suitable for analyzing small to moderate 
rotations of rigid bodies, they are not convenient for describing 
the motions of particles which undergo full rotations. 

To overcome the singularity difficulty, one can use Euler's 
four parameters [e,, 62. €3> vl instead of Euler angles 
[01, 02, 03]. Euler's four parameters, which are also known as 
quaternions, are defined by Hughes (1986) and Goldstein (1980). 
The most general rotation of a rigid body is a motion with only 
three degrees of freedom. The Euler's four parameters are 
therefore subject to a constraint given by e\ + el + el + if 
= 1. The transformation matrix A in Eq. (6) may be restated 
in terms of quaternions as (Hughes, 1986), 

1 - 2(€2 + €3) 2(eie2 + €37/) 2(€,£3 - 621?) 
2(e2ei - €31?) 1 - 2(4 + e?) 2(62^3 + ^i^) A = 
2(636, + 6217) 2(6362 - 61T)) 1 - 2(6? 4- el) 

(9) 

The time rates of changes of quaternions are given by 

€1 

€2 

63 

^J 

1 

2 

rjCDji - e^Wf + e2<Os 

e^Mjt + -qw^ — eiWj 

-e2W^ + 6ift)j, + 17W,-

.-6,ft>^ - e2W; - e^(I)l^ 

(10) 

At the initial stage, knowing the initial orientation of the par
ticle (direction cosines, a,̂ ), the initial conditions for the qua
ternions are specified by using the following relations (Hughes, 
1986). If TJ 5̂  0, 

, = ±i( l + «11 + ^ 2 2 + «33) 
1/2 

ei 

^2 

£3 

1 

417 

If T) = 0, then 

1 + a, fl|2 

26, 

«23 - «32 

a,2 - ^21 

«23 

26, 

(11) 

(12) 

The nonuniqueness of the values as given by Eqs. (11) and 
(12) does not introduce any difficulty in the present study be
cause they correspond to the same transformation matrix and 
result in identical particle trajectories. 

Equation (10) shows that the time rates of changes of Euler's 
four parameters can always be evaluated and the singularity 
difficulty associated with using Euler angles is eliminated. When 
forces and torques that act on the particle are known, the trans-
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lational and rotational motions of an ellipsoidal particle may 
be easily evaluated by using Eqs. (l)-(6) and (10)-(12). 

Ellipsoids of Revolution 

In this work, motions of particles which have the shape of 
an ellipsoid of revolution are studied. This class covers a wide 
range of particle geometries of practical interest, such as 
spherical, prolate spheroids, and needle shapes. Here, it is as
sumed that the j'-axis is along the particle major axis as shown 
in Fig. 1. 

The hydrodynamic force acting on an ellipsoidal particle in 
an arbitrary flow field under Stokes flow condition was ob
tained by Brenner (1964) in the form of infinite series of flow 
velocity and its spatial derivatives. Unlike that of a spherical 
particle, the spatial derivatives higher than the second order 
also contribute to the hydrodynamic force. However, these 
higher-order corrections are proportional to higher-order pow
ers of particle minor axis. Thus, these higher-order terms are 
negligible for small suspended particles. Retaining only the 
first two terms of the series, it follows 

where 

f'' = (U,̂  • (u - V) + - A ' 
6 

•KD^u, (13) 

where /x is the dynamic viscosity of fluid, and u = [u^, Uy, MJ 
is the fluid velocity vector at the particle centroid in the ab
sence of particle. Here, a hat and a double hat denote a quan
tity expressed in the particle and the co-moving frames, re
spectively. In this equation, the translation matrix is given by, 

K = A - ' - K - A , (14) 

and 

D'a = a' 
d'n , a^u .a^u 

dr df dz' 
(15) 

for ellipsoids of revolution. As noted before, u = [ui, U}, MJ 
is the fluid velocity vector with respect to the particle frame, 
and a and b are the semi-minor and the semi-major axes of 
the ellipsoid of re;volution, respectively. The particle-frame 
translation matrix K for an ellipsoid of revolution is a diagonal 
matrix with the diagonal elements given by 

k^ = k,, = l67Ta(l3'- I), 

20" 

VF^ 
ln()3 + V)8^ - 1) + /8 (16) 

k.. = 87ra(/3^ - 1), 
2j3^ 

\.\/W^\ 
MP + V/3' - 1) - p 

(17) 

where /3 = b/a is the particle aspect ratio (ratio of the semi-
major axis to the semi-minor axis). In the limit of spherical 
particles, the second term on the right-hand side of Eq. (13) 
reduces to the Faxen force (where the particle rotational mo
tion is also ignored). 

The components of hydrodynamic torque acting on an el
lipsoid of revolution as obtained by Jeffery (1992) are given 
as, 

Ti = TT:^:!--^ W^ - i)d,f + {0" + \)(w,, - 0,,)], (18) 
3(;S% + ro) 

327rjLia /̂3 

3(ro + oo) 
{Wii - (Op), (19) 

3(ao + 13%) 

dUif, du, 
Wm^ 

SXA 

dUfi 
(21) 

are elements of the deformation-rate and the spin tensors in 
the particle frame. Here, the subscript indices rh and n run 
from 1 to 3 (corresponding to x, y, and f) and jc^ = x = 
[x, y, z]. The parameters, «o, Po, and yo for an ellipsoid of 
revolution were given by Gallily and Cohen (1979) as 

oo = yo = 

ft=-

fc^ a^b 
1 In 

b' - a" lib" - aY^ 

1^ a^b 
b^ - a" ib" - aY^ '" 

-b - Vfo' - «'" 

Vb + Vfc' - fl'-i 

-b - \/b' - a^' 

Vb + Vft' - fl'-i 

(22) 

(23) 

It is noted that Eqs. (18)-(20) are valid for Stokes flow con
dition. 

The velocity gradient in the particle frame needed in^Eq. 
(21). may be obtained by .using the transformation, G = 
A - G - A " ' , where G and 6 stand for dyadics expressed in 
the particle and the co-moving frames, respectively. It should 
be noted here that these spatial derivatives of the velocity field 
are invariant in a change of frame from the inertial one to the 
co-moving frame. 

Substituting Eq. (13) and Eqs. (18)-(20) into Eqs. (l)-(4) 
leads to the explicit equations of motion for an ellipsoid of 
revolution in an arbitrary fluid flow field. The mass of an el
lipsoid of revolution is nf = (4/3)7ra')3p^ where ff denotes the 
density of the particle. The moments of inertia for the particle 
are/i = ( H - p^)a^m''/5,I^ = 2 f l V / 5 , and/,- = (1+ / S V ^ V S . 

Motions of Ellipsoids in an Isotropic Turbulence 

In this study, the Gaussian random field developed by 
Kraichnan (1970) is used to simulate the particle motion in a 
homogeneous and isotropic turbulence. This technique was used 
earlier by Maxey (1987) to study the gravitational settling of 
small particles and by Ounis and Ahmadi (1989) to study the 
turbulent diffusivlty of spherical particles. The expression for 
the instantaneous velocity field is given by 

u*(x*, t*) = J - j ^ p(k„) cos(k„ • X* 

+ (o„t*) + 2 q(k«) sin(k„ • x* + w„t*) , (24) 

with p(k„) = „̂ X k„, and q(k„) = f„ x k„. The components 
of vectors ^ and ^ and the frequency ot are independent zero-
mean unit-variance Gaussian random variables, while each 
component of k is picked from a zero-mean Gaussian distri
bution with a standard deviation of 1/2. Here, N is the number 
of terms considered in the series. It was shown by Ounis and 
Ahmadi (1989) that the velocity correlation of the digitally 
simulated field obtained with N = 100 is in good agreement 
with the theoretical values. Equation (24) is in nondimension-
alized form with the dimensionless quantities given by. 

(25) 

where /„ and v„ denote the characteristic length and velocity 
scales of turbulence. 

For pseudo-turbulent velocity field described by Eq. (24), 
the energy spectrum E{k) and the Eulerian time correlation Q{t*) 
are given as 

E{k) = 16(2/7r)'/2 k'e'^\ Q{t*) = e~''''\ (26) 

where k is the wave number. It is clear that the velocity field 

X 
* = — 

L 

tVo 
t* = — , 

lo 

u 
11* = — 

Vo 
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given by Eq. (24) does not satisfy the Navier-Stokes equation, 
and hence is not a genuine turbulent flow. Although it does 
not have the detail structures of turbulence, it exhibits similar 
random fluctuation characteristics. 

Before the velocity field given by Eq. (24) can be used for 
dispersion analysis of ellipsoidal particles, it is convenient to 
nondimensionalize the equations of motion. By using the non-
dimensional quantities given by Eq. (25) and 

wf 
lo ^ Vol. 

<t)i—, R c / = 
o'-o 

V 

P' 

P^ 
a 

L 

K 
K* = - , 

4 
(27) 

the equations of motion (l)-(4) with hydrodynamic force and 
torque given by Eqs. (13) and (l8)-(20) may be rewritten in 
nondimensional form as. 

dy* 

dt* 4vpSa*^ Re, 
[K* • (u* - V*) 

1 , . 
+ - A " ' - K * - D * V ] , (28) 

6 

dwf 

dt* 
aifeof 

1 + / 3 ' 
: - 1 

20 

()3'i3o + 7o)( l+)3 ' )5f l* 'Re, 

do)f 

dt* 

l)d$ + (P' + \){wff - CO})], 

20 

d(»f 

dt* 
= (ofcofl 1 -

(% + «o)5 a*' Re, 

2 

(wfi - (of). 

(29) 

(30) 

1 +i8' 

20 

(ao + )3'So)(l + /3 ' )Sa* 'Re, 
[ ( l - l i h d % + ( l + 0") (w% - cot)] (31) 

In Eq. (27), v — fi/f/ is the kinematic viscosity of the fluid, 
and / / i s the fluid density. In Eqs. (28)-(31), 

D*^u* = a*^ + b*^ 
iVi* .a-^u i^ft* ,a^u 

disih ~ 

dx*^ dy i*2 af*2 

Kn ,a4 

(32) 

(33) 

where [x*, y*, z*] = [x, y, Z]/IQ. 
When the dimensionless quantities for the physical proper

ties of the ellipsoidal particle and the fluid Reynolds number 
Re, are specified, Eqs. (5), (11), and (12), and (28)-(31) may 
be used for evaluating the particle translational and rotational 
motions. In the following numerical computations, a fourth-
order Runge-Kutta scheme is used to evaluate the particle 
translational and rotational motions. 

Figure 2 shows the ;cy-projection of a sample trajectory and 
orientation of the major axis of an ellipsoid of revolution with 
a* = 0.0015, p = 10, S = 1000 and Re, = 17 as obtained 
from the digital simulation. This corresponds to a rigid fiber 
(ellipsoid) with a length of 17.4/im and a thickness of 1.74 
jum moving in a turbulent air stream near the centerline of a 
4 cm-diameter circular pipe with a mean velocity of 8 m/s . 

The particle velocity autocorrelation tensor is given by, 

Rv-yC*) = <v*(r*) (8) \*it* + ?'*)), (34) 

where '®' stands for a dyadic product, t' is the time lag, and 
the angular brackets'{)' denotes the expected value (ensemble 
average). For an isotropic turbulence, the off-diagonal ele-

B) - 2 

- 3 

-4 

-5 

- 6 

-

-

-

-

^ p 
V,.,'''' 

2 3 4 5 6 7 

Fig. 2 A sample trajectory and the orientation for an ellipsoid of rev
olution with a = 0.0015, 0 = 10, and S = 1000 in a flow field of Re, = 
17 
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Fig. 3 Variations of MS particle translational and rotational velocities 
with particle size for various density ratios 

ments of the tensor vanish, and the diagonal elements are iden
tical. At r'* = 0, the diagonal elements of Ry.y. are the mean-
square (MS) particle velocities. 

For an isotropic field considered, the long-term particle dif
fusivity tensor is given as, 

D'' = 
<x* (8) X*) 

2t* 
= I Ry.At'*)dt'*. 

0 

(35) 

Like the velocity autocorrelation tensor, the diffusivity tensor 
is a diagonal matrix with identical diagonal elements. In Eq. 
(35), the diagonal elements of (x* ® x*) are the MS particle 
positions. 

Results and Discussions 

In this section, the results concerning the mean-square (MS) 
particle translational and rotational velocities and the relative 
mass diffusivity as obtained from the simulation studies are 
presented. A flow Reynolds number of Re, = 17 is assumed 
in these digital simulations. A simplified model based on spec
tral analysis for evaluating the MS particle translational ve
locities and the relative mass diffusivities is described in Ap
pendix A. The model predictions and the simulation results are 
compared and discussed. 
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Fig. 5 Variation of MS particle translational and rotational veiocitles 
with aspect ratios 

Figures 3-6 show the MS particle translational and rota
tional velocities. In these simulations, the particle trajectories 
for a nondimensional time of t* = 15 and five hundreds sam
ples are used in the ensemble averagings. In addition to en
semble averaging, time averagings with durations of 6 to 11 
nondimensional time units are performed for evaluating var
ious statistics of particle motion. 

Figures 3 and 4 display the variations of simulated MS par
ticle translational and rotational velocities with a* for various 
density and aspect ratios. The corresponding model predictions 
are also shown in these figures for comparison. In Fig. 3, the 
aspect ratio of particle is fixed at fi = 10, while in Fig. 4 the 
density ratio is fixed at 5 = 1000. The simulated MS particle 
translational velocities for different conditions are shown by 
the various open symbols. The simulated MS particle rota
tional velocities displayed in these figures are the average of 
mean square angular velocities, (aij), (w )̂, (wf). These values 
are shown by solid symbols corresponding to the open symbols 
for the translational velocities for various conditions. It is ob
served that as the particle size or density ratio increase, the 
MS particle translational velocities decrease. However, the MS 
particle angular velocities remain almost constant for the cases 

considered. The solid lines display the predictions of the sim
plified analytical model with the effective relaxation time, T*, 
as defined by Eq. (A.9). The dashed lines are the model pre
dictions when Eq. (A. 10) for T* is used. These figures show 
that the model predictions for the MS particle velocities are in 
good agreement with the digital simulation results. It is also 
observed that the resulting MS translational velocities are in
sensitive to the choice of the effective relaxation time used. 

Figure 5 displays variations of the MS particle translational 
and rotational velocities with aspect ratio j8 for a fixed density 
ratio of 5 = 1000. The MS translational and rotational veloc
ities as obtained from the digital simulations are displayed by 
the various open and solid symbols, respectively. The model 
predictions for T* given by Eq. (A.9) are displayed by the 
solid lines, while those obtained by using Eq. (A. 10) are shown 
by the dashed lines. It is observed from this figure that the MS 
particle translational velocity decreases as the aspect ratio in
creases, while the MS rotational velocity remains constant. 
Figure 5 also shows that the simplified model predicts the MS 
translational velocities with a reasonable accuracy. 

Figure 6 shows the variations of MS velocities with the as
pect ratio for fixed particle volumes. While there are some 
scatter in the simulated MS translational velocities, the results 
indicate that both the MS translational and rotational velocities 
are roughly constant for the entire range of fi considered. The 
simplified model predicts that, for a fixed particle volume, the 
MS particle translational velocity increases slightly with p. That 
is, among the particles with different aspect ratios but with the 
same mass, the elongated ones fluctuate somewhat more vig
orously than spherical ones. The variation, however, is within 
the range of the statistical error of the simulations. 

Figure 7 shows the simulated relative mass diffusivity as 
functions of a*. For an ensemble of 1500 samples, the time 
evolution of {x* (8> x*) for a duration of 15 time units is first 
evaluated. Equation (35) is then used to calculate the particle 
diffusivity tensor as a function of f*. A time averaging (from 
r* = 5 to 15) is employed to evaluate the long-term particle 
diffusivity tensor, D''. The mean particle diffusivity, D'', which 
is the average of the three diagonal elements of D'' is then 
evaluated. To obtain the fluid diffusivity, ensemble of 1500 
point particle trajectories are first generated. The fluid (point 
particle) counterpart of Eq. (35) and an averaging procedure 
identical to that for finite size particles are used for determin
ing the long-term fluid diffusivity tensor D ,̂ The mean fluid 
diffusivity D^ as given by (l/3)frD-'̂  is then computed. The 
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Fig. 7 Variations of relative diffuslvlty with a* for various aspect and 
density ratios 

relative diffusivity, D''/D' as obtained from the simulations 
for various conditions are displayed by different symbols in 
Fig. 7. The dashed lines shown in this figure are the least-
mean-square quadratic fits (LSQF) to the simulation data. 

The results for a particle-to-fluid density ratio of 1000 and 
various aspect ratios are shown in Fig. 7(fl), whereas those for 
an aspect ratio of 10 and different density ratios are displayed 
in Fig. l{b). Although there are some scatter in the simulation 
data, the trends of variations are clearly shown by the LSQF 
curves. It is observed that the finite size particles diffuse less 
than the fluid particles. For very small particles, the relative 
diffusivity approaches unity as is expected. Figure 7(a) shows, 
as the particle size increases (due to the increases in a* or /3), 
the relative diffusivity decreases. Figure l{b) shows that par
ticles with a larger density diffuse less than those with a smaller 
density. The reductions of W/D^ are only a few percents for 
the range of parameters considered. The solid lines in this fig
ure correspond to the variations of relative diffusivity for par
ticles with 5 = 1000 and /3 = 10 as predicted by the simplified 
model. Figure 7 shows that the simplified model underesti
mates the decrease in the relative diffusivities, although it pro
vides reasonable predictions for the MS particle velocities as 
shown in Figs. 3-6. This is, in part, because the crossing tra
jectory effect is neglected in the simplified analytical model 
described in Appendix A. It is also observed that the model 
prediction actually fits to the simulation results for 5 = 100 
better than those for 5 = 1000. For a large particle-to-fluid 
density ratio of 1000, the crossing trajectory due to particle 
inertia significantly affects the relative diffusivity. As the par
ticle-to-fluid density ratio decreases, the crossing trajectory ef
fects become less important. Thus, the model prediction agrees 
the simulation data for particles with a small density ratio. 

Conclusions 

In this work, the dispersion of ellipsoidal particles in an iso
tropic turbulent flow field in the absence of gravitational ef
fects is studied. A pseudo-turbulent flow field is generated by 
a Gaussian model. The equations of motion for particles which 
are translating and rotating are integrated numerically. Use is 
made of Euler's four parameters for evaluating the particle ori
entation. This set of parameters is superior to the more com
monly used Euler angles in that it avoids singularity. Ensem

bles of particle trajectory and orientation are generated and are 
used to estimate various particle response statistics. A simpli
fied analytical model for evaluating the long-term particle re
sponse statistics is developed by using an orientation-averag
ing procedure. Based on the results presented in this study, the 
following conclusions may be drawn: 

1. The simulation procedure described in this work which 
uses Euler's parameters for the rotational motions of ellipso
idal particles is effective and convenient. 

2. The MS particle translational velocity decreases as par
ticle size or density ratio increase, while the MS particle ro
tational velocity is insensitive to the variations in particle size 
and density ratio. 

3. The effects of the Faxen-like force to the MS particle 
translational/rotational velocities and the relative diffusivity 
are small. 

4. The relative diffusivity decreases with an increase in par
ticle size and particle-to-fluid density ratio. 

5. The simplified analytical model provides reasonably ac
curate estimates for the mean-square particle translational ve
locities. For large particle-to-fluid density ratios, however, the 
simplified model prediction for the relative diffusivity is in
accurate. This may be owing to the crossing trajectory effect 
is neglected in the simplified model. 

6. For particles with a fixed volume and density ratio, the 
MS particle translational/rotational velocities and the relative 
diffusivity are insensitive to a variation in the aspect ratio. 

7. For small ellipsoids with a relaxation time much smaller 
than turbulent time scale, the assumption of equality of the 
Eulerian spectrum with the Lagrangian one is reasonable. 

8. The effective nondimensional particle relaxation time T* 
as defined in Eq. (A.9) or (A. 10) provides a reasonable mea
sure of particle response time scale for ellipsoidal particles. 
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A P P E N D I X A 

Simplified Model 

In this Appendix, the crossing trajectory effect is neglected 
and a simplified model for analyzing the dispersion of ellip
soidal particles is formulated. Approximate analytical expres
sions for the mean-square fluctuation velocity, the velocity au
tocorrelation, and the relative diffusivities for ellipsoidal particles 
in an isotropic turbulence are derived. In order to develop the 
model, the D*^u* term in Eq. (28), must first be estimated. 
It is assumed that 

2,5* 

dxf 
C\Af + Ci, (no sum on 0- (A.l) 

The numerical coefficients were found to be C, = -0.413 and 
C2 = 0 by the least mean square error estimate for an ensemble 
of simulated trajectories. Accordingly, 

£)*2|a* = -0.413a*^(2 + /3')u*. (A.2) 

The estimate given by Eq. (A.l) was suggested by Lundgren 
(1969) in his closure of the probability density equation for 
fluid turbulence. This term corresponds to an extra drag which 
leads to an additional energy dissipation. The approximation 
used is consistent with the expected behavior. 

Substituting Eq. (A.2) into Eq. (28) leads to, 

dy* 3 

dt* 4TTpSa*^Rei 
K* • [u* Su*l (A.3) 

where 

B = 0.0688a*'(2 + jS'), (A.4) 

and the nondimensionalized form of Eq. (14), K* = A~' • K* • A, 
is used. 

For an isotropic turbulent flow field, it is expected that all 
orientations be equally probable. Since Euler angles are in
dependent variables, the probability that the orientation of the 
ellipsoid lies between 9i and 0, + dOi, 02 and 62 + ^62, and 
3̂ and 63 + dOi is given as 

1 
p(Oi, 02, e3)dOid02d03 = - 3 sin 02 d0id02d03, (A.5) 

where p(0,, 02, O3) is the probability density function and the 
coefficient 1/877^ is required by the normalization condition 

/*2ir r2TT fir 

Jei=o Je,=o Jfc^o 
p(0i, 02, 03)de2d0^d03 = 1. (A.6) 

An equivalent translation matrix K*(,̂ „ may be defined as 
the expected value of the translation matrix K* . Using 
Eq. (A.5), after some straightforward integrations, it follows 
that 

K* 
equ = (̂ *) = 1(^:1^.^.^)1, (A.7) 

where I is the identity matrix, k%f, = k^/k, and a pair of angu
lar brackets '{) ' stands for the expected value. Using the equiv
alent translation matrix K*,„ in Eq. (A.3) to approximate the 
original translation matrix K*, the translation equation of 
motion is given as 

dy* 

dt* 

1 
(u* Su*). 

Here, 

r* = 
477-i85a*^Re, 

(A. 8) 

(A.9) 

is defined as the effective nondimensional particle relaxation 
time. 

In their analysis of Brownian diffusion of nonspherical par
ticles, Brenner and Condiff (1972) used the orientation-aver
aged mobility matrix instead of the translation matrix, i.e., 
K?,„ = (M*)"' where M* is the inverse of K. The correspond
ing effective nondimensional particle relaxation time then be
comes 

4 , / 1 1 1 
r* = - 7r)85a*^Re, — + — + — 

9 \k% ' " "-'•ii 

The Fourier transform of Eq. (A.8) leads to. 

1 + ib)T* 

(A. 10) 

(A. 11) 

where / = V - 1 and a bar on the top of a letter denotes a 
Fourier transform. Equation (A. 11) relates the particle velocity 
to the fluid velocity in the frequency domain. The power spec
trum tensor of particle velocity is then given by, 

s2 

Sv.v*(w) = 
(1 - BY 

1 + W'T*^ 
S„.„.(w), (A. 12) 

where Su.„.(w) is the Lagrangian power spectrum tensor of fluid 
velocity as is seen by the particle. 

The particle velocity autocorrelation function is given as, 

Ry,y.(t'*) = {y*(t*) (81 v*(;* + t'*)} 

r 
Sv.v-(w) cos <ur'* rfw, (A. 13) 

Jo 
and the mean-square particle velocity is R,.v«(0). The particle 
turbulent diffusivity tensor is defined by Eq. (35). Using the 
definition of Fourier transform and the eveness of autocorre
lation function, Eq. (35) leads to, 

D'' = -S , . . . (0 ) . (A. 14) 

As mentioned before, D ^ = D|j = Z) | = D'' for an isotropic 
field, and other elements of the diffusivity tensor are identi
cally zeros. Using Eq. (A. 12) in Eq. (A. 14), the relative par-
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Fig. A1 Variations of particle veioclty autocorreiatlons for various i 
pect ratios, relaxation times, and parameter B 

tide mass diffusivity becomes, 
D" 
F^='' 0.0688a*'(2 + p^)f (A. 15) 

where D^ stands for the diffusivity of fluid particles. 
Although the Lagrangian and the Eulerian spectra are gen

erally different, a completely satisfactory method for relating 
the two is not available (Lumley, 1957). Progress in estimating 
the Lagrangian spectra as seen by a relatively large spherical 
particle was recently reported by Wang (1990). However, even 
a rough estimate of the fluid Lagrangian spectra for ellipsoidal 
particles is not available. The data of Snyder and Lumley (1971) 

for small particles showed that the corresponding autocorre
lations are indistinguishable within the experimental scatter. 
Here it is assumed that the particles are sufficiently small so 
that the Lagrangian fluid velocity spectrum as it is seen by the 
particles is approximately equal to the Eulerian spectrum. From 
Eq, (26), it follows that 

S„.u.(w) = -e - " ' / ' ' I . 
7T 

(A. 16) 

Equation (A. 16) provides an approximate expression for the 
Lagrangian fluid velocity spectrum. 

Simplifled Model Prediction 

In this section, the correlation functions as evaluated from 
the simplified model are presented. The effective particle re
laxation time as given by Eq. (A.9) is used in these calcula
tions. 

For particles with a fixed nondimensional volume of 1.414 
X 10"^ and different aspect ratios, the particle velocity auto
correlations as given by Eq. (A. 13) are shown in Fig. A 1(a). 
The corresponding simulated autocorrelation for /3 = 10 (also 
averaged for the three directions, R(t'*) = (l/3)[^xv(^'*) + 
i^yyit'*) + RzAt'*)]) as obtained from an ensemble of 500 sam
ples is shown by the dashed line in this figure for comparison. 
It is observed that the aspect ratio /3 has no significant effect. 
It is also observed that the analytical model predicts the am
plitude of the autocorrelation function near t'* = 0 with a rea
sonable accuracy; however, it slightly overestimates the sim
ulated autocorrelation function for 0.3 < t'* < 2. 

Figure Al(b) compares the particle translational velocity au
tocorrelation functions for various particle relaxation time and 
different values of parameter B. It is observed that as the par
ticle relaxation time increases, the mean-square particle ve
locity decreases, while the amplitude of/?(?'*) for f'* > 1 in
creases. Variations of parameter B has only a slight effect on 
the autocorrelation function. 
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Effect of Hydrofoil Planform 
on Tip Vortex Roll-Up 
and Cavitation 
The effect of the planform of hydrofoils on tip vortex roll-up and cavitation has been 
investigated by testing three foils having the same NACA 16020 cross section but 
different shapes. One foil has an elliptical shape while the other two are shaped 
like quarters of ellipses; one with a straight leading edge and the other with a straight 
trailing edge. Experiments were conducted in the ENSTA, Ecole Navale andlMHEF 
cavitation tunnels with homologous foils of different sizes to investigate Reynolds 
number effects. Hydrodynamic forces as well as cavitation inception and desinence 
performance were measured as a function of Reynolds number and foil incidence 
angle. Laser Doppler measurements of the tangential and axial velocity profiles in 
the region immediately downstream of the tip were also performed. At equal inci
dence angle and Reynolds number, the three foils show different critical cavitation 
conditions and the maximum tangential velocity near the tip increases as the hy
drofoil tip is moved from a forward to a rear position. However, the velocity profiles 
become more similar with increasing downstream distance, and at downstream dis
tances greater than one chord aft of the tip, the differences between the foils dis
appear. The rate of tip vortex roll-up is much faster for the straight leading edge 
than for the straight trailing edge foil and, in the latter case, a significant portion 
of the roll-up occurs along the foil curved leading edge. The minimum of the pres
sure coefficient on the axis of the vortex was estimated from the velocity measure
ments and correlated with the desinent cavitation number for the largest free stream 
velocities. The correlation of data is very satisfactory. At the highest Reynolds num
ber tested and at equal lift coefficients, the straight leading edge foil displays the 
most favorable cavitation desinent numbers. 

Introduction 
On a finite span wing, the pressure gradient in the region 

near the tip leads to a transverse flow which winds around the 
tip to form a vortex. Downstream of the tip, the vortex is con
tinuously fed by the roll-up of the vortex sheet issued from 
the trailing edge of the wing. Depending on the roll-up pro
cess, the pressure on the vortex axis may decrease below the 
vapor pressure of the flowing liquid and cause cavitation to 
occur along the vortex path. Prediction of tip vortex cavitation 
(TVC) conditions has been the aim of numerous contributions, 
starting from the leading paper by McCormick (1962). A short 
review of recent investigations has been given by Fruman et 
al. (1992b) in the introduction of a paper devoted to analyze 
the effect of Reynolds number on cavitation occurrence. Re
cently, Pauchet et al. (1993) have shown that, at equal inci
dence angle and Reynolds number, a large change of the crit
ical cavitation number is caused by the modification of the 
cross section of a wing with identical elliptical planforms. This 
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finding is analogous to the one reported by Amdt and Dugiie 
(1992) for other cross sections of elliptical foils. The cause of 
the modification of the cavitation conditions are traced to vis
cous effects leading to a modification of the lift which affects 
the bound circulation at mid-span, the boundary layer thick
ness and the tip vortex core radius. The results of Pauchet et 
al. (1993) have demonstrated that, for the same foil planform, 
the modification of the cavitation conditions is only due to the 
change of the lift acting on the foil. 

Much interest has been devoted to the investigation of the 
effect of the modification of the planform, and in particular of 
the tip local geometry, on the hydrodynamic characteristics of 
wings. For example, van Dam (1987) has been interested in 
the changes of the induced drag associated with shape changes 
of a family of wings of equal chord versus span distribution. 
Other works have concentrated on helicopter blade perfor
mance and tip vortex characteristics as a result of tip geometry 
changes (Spivey (1968)). Crimi (1970) was interested on the 
effect of modifying the sweep angle of a trapezoidal wing on 
attached cavitation, but no information concerning tip vortex 
cavitation is given. 

It seems natural to think that the change of the planform will 
affect the initiation and development of the tip vortex and, 
thus, have a significant impact on the critical cavitation con-
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ditions. McCormick (1962) investigated the tip vortex cavi
tation behaviour of elliptical and rectangular foils having the 
same area ratio and cross section. However, the local tip ge
ometry is very different between an elliptical foil having a cross 
section of variable thickness, but constant relative thickness-
to-chord ratio, and a rectangular foil with a constant thickness. 
In the latter case, the roll-up is very much affected by the 
geometry selected to join the lower and upper surfaces of the 
foil at the tip chord. 

To contribute to the understanding of this complex problem, 
a research program involving several institutions has been re
cently conducted to investigate tip vortex roll-up characteris
tics and cavitation conditions of three untwisted foils having 
the same chord distribution along the span and the same cross 
section, NACA 16020, but different planforms. On potential 
flow grounds (lifting line theory), the load distribution and lift 
must remain identical for the three foils. 

The rationale developed by Fruman et al. (1991, 1992a) and 
Pauchet et al. (1993) to investigate the effect of Reynolds 
number and cross section has been used in the present work. 
It comprises the measurement of the hydrodynamic forces act
ing on the foils and of the tangential velocity profiles at dif
ferent stations along the vortex path and the determination of 
the critical cavitation conditions. Through the analysis of the 
velocity profiles, the local vortex intensity and the character
istic dimension of the viscous core region are estimated for 
positions along the vortex path and, in particular, in the very 
near region comprised between the tip and less than a maxi
mum chord downstream. The local vortex intensity is then 
compared to the hydrofoil bound circulation at mid-span com
puted using the lift measurements and the viscous core di
mension is compared to the thickness of the turbulent bound
ary layer on a flat plate of length equal to the maximum chord. 
Using these data and the tangential velocity distribution, the 
pressure coefficient on the vortex axis is estimated and its min
imum compared to the desinent cavitation number. This pro
cedure allows the critical cavitation conditions to be clearly 
related to the vortex roll-up. 

Experimental Facilities 

Experiments were conducted in three cavitation tunnels, whose 
geometry and operating conditions are given later, using three 
hydrofoils of area ratio 3.8, having the same chord distribution 
along the span and identical NACA 16020 cross section, but 
different shapes: one has an elliptical shape (E) and the other 
two are shaped like a quarter of an ellipse; one with a straight 
trailing edge (STE) and the other with a straight leading edge 
(SLE). Table 1 summarizes the size of the foils, scaled ac
cording to the test section dimensions of the tunnels, and the 
Reynolds number range, which extends from lO' to 2.4 x lo' 
and overlaps from one facility to the other. 

The ENSTA cavitation tunnel (ECT) test section is 150 mm 
high and 80 mm wide. Lift and drag measurements were per
formed using a hydrodynamic balance. The LDV system op
erated in the back scatter mode using a 150 mW nominal laser, 
TSI fiber optics and an Intelligent Flow Analyser 550. For the 

Table 1 Dimensions of the foils and Reynolds number range 

Facility 

Maximum 
chord 
[mm] 

Half-span 
[mm] 

Minimum 
Reynolds 
number 

Maximum 
Reynolds 
number 

ENSTA 
EN 
IMHEF 

40 
80 
60 

60 
120 
90 

10' 
2.4 X 10' 

6 X 10' 

5 X 10' 
1.2 X 10' 
2.4 X 10'* 

optical arrangement chosen, the measuring volume was about 
0.2 mm long. The displacement of the optics was controlled 
with step widths as small as 20 fim. The data rate was in
creased by seeding the water with Iriodine. The tangential ve
locity components of the tip vortex were measured for two 
incidence angles, 10.6 and 6 deg, and a Reynolds number. 
Re, of 3.6 X lO', at fourteen stations between the tip and 10 
maximum chords downstream. Ten of these stations were be
tween the tip and one maximum chord. 

The Ecole Navale cavitation tunnel (ENCT) has a square test 
section 192 mm x 192 mm. Lift and drag forces were also 
measured using a hydrodynamic balance. A Dantec two-com
ponent LDV system, providing a measuring volume 0.5 mm 
long and coupled to two Dantec enhanced Burst Spectrum An
alysers and Dantec Burstware software, was used to measure 
the axial and tangential components of the tip vortex velocity 
at eleven stations between the tip and one chord downstream, 
and several others farther downstream (up to 3.5 chords). The 
velocity profiles were obtained for 6 and 10 deg incidence an
gles and Reynolds numbers of 1.2 X 10' and 1.08 X 10*, 
respectively. 

The IMHEF cavitation tunnel (ICT) also has a square test 
section 150 mm x 150 mm. Hydrodynamic coefficients were 
measured using a strain gauge balance but no velocity profiles 
were performed in this facility. 

Measurement Procedures 

Tip vortex cavitation inception and desinence were obtained 
from direct visual observation. In all cavitation tunnels, vi
sualization was improved using stroboscopic lighting. Tests were 
conducted using either a constant cavitation number or a con
stant angle procedure. In the first one, the free-stream velocity 
and test section pressure were kept constant while the inci
dence angle was varied until cavitation onset occurred. The 
incidence was then increased slightly to form a well-developed 
tip vortex cavity, in the shape of a continuous filament, and 
desinence conditions were obtained by reducing the angle. In 
the second procedure, specially adapted to investigate the ef
fect of Reynolds number and susceptibility pressure in the tun
nel, velocity and incidence angle were set and the pressure was 
varied until incipient and desinent conditions were reached. 

The hydrodynamic zero incidence angle was defined as the 
zero lift position. This position was determined during the cal
ibration of the balance and used as a reference afterwards. 

The foils were mounted horizontally in the three cavitation 
tunnels. The spanwise direction coincides with the y axis and 
X is the streamwise direction. The origin of x is at the tip of 

Nomenclature 

a = distance from the vortex axis to 
the point of maximum tangen
tial velocity 

Cmax = maximum chord 
C, = Uft coefficient 
Cp = pressure coefficient on the vor

tex axis 
Cpmin — minimum pressure coefficient 

on the vortex axis 

/"« = pressure of the unperturbed flow 
Po = pressure on the vortex axis 
Ps = susceptibility pressure 
Pj, = vapor pressure 
Re = Reynolds number based on 

maximum chord 
y = distance from the vortex axis 

V„ = free stream velocity 
V„ = axial velocity 

V, = tangential velocity 
a = incidence angle 
S = boundary layer thickness 
r = tip vortex intensity 
V = liquid kinematic viscosity 
p = liquid specific mass 

o-rf = desinent cavitation number 
a^ = susceptibility cavitation number 
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Fig. 1 Comparison of the lift coefficient versus Incidence angle results 
for the three foils at Re = 1.04 x 10° 

the foil. The origin of y is at the vortex axis for each x po
sition. 

One of the major problems associated with the LDV mea
surements is to be sure that the measuring volume coincides 
with the centre of the vortex. This was done by making the 
point of crossing of the laser beams to coincide with the cav
ities convected in the vortex path for a cavitation number slightly 
below critical. Then, the vertical velocity component on a ver
tical axis (z direction) was determined for a short distance on 
both sides of this position in noncavitating conditions. The center 
of the extrema of the velocities corresponds, then, to the ef
fective location of the vortex axis. 

Results 

Hydrodynamic Forces. Lift and drag results for the el
liptical foil have been presented already by Fruman et al. 
(1992b). The lift coefficient increases linearly for incidence 
angles up to about 6 deg, reaches an intermediate (plateau) 
region with a lower slope, and then continues to grow with a 
slope close to the one for low incidence angles. This behavior 
is analogous to the one determined for a variety of two-di
mensional NACA 16 foils tested at Reynolds numbers com
prised between 0.85 and 2.0 x lO' by Lindsey et al. (1948). 
These authors also show that the slope at the origin decreases 
significantly and the extent of the plateau region increases when 
the thickness-to-chord ratio increases. For example, for a 21 
percent thickness-to-chord ratio, the slope at the origin is only 
4.63, 22 percent below the theoretical value of ITT achieved 
practically for a thickness-to-chord ratio of 9 percent. The slope 
at the origin for the elliptical foil of area ratio 3.8 is reported 
by Fruman et al. (1992b) to be a strong function of the Reyn
olds number, varying from 5.45 for Re = 2.5 x 10' to only 
2.75 for Re = 1.2 x 10*. These values are well below the one 
estimated from the lifting line theory and account for the sig
nificant effect of Reynolds numbers on the two-dimensional 
lift versus incidence angle slopes. The lift coefficient de
creases more or less rapidly, depending on the angle of attack, 
when the Reynolds number increases and reaches a nearly con
stant value for Re > 1.5 x 10^ 

When the planform is altered without modifying the load 
distribution and the cross section, the lift coefficient follows 
the same general behavior but the absolute values are changed 
depending on the Reynolds number and the planform. For 10 
deg incidence angle, for example, C, decreases from 0.72 for 
the STE foil and 0.58 for the SLE foil at Re = 0.25 X lO'' to 
nearly 0.38 for the two wings at Re = 2.1 x 10* (fully tur
bulent flow conditions). For Reynolds number larger than 0.5 
X 10*, however, there is no distinguishable difference between 
the three foils besides the plateau region comprised between 
5 and 8 deg (see Fig. 1). Since the measurements demonstrated 
that the foils behave, to a good degree of accuracy, as sym
metrical, all subsequent measurements were only limited to 
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Fig. 2 Deslnent cavitation number as a function of incidence angle for 
tests performed In the ENCT. (a) l/« = 5 m/s, Re = 0.4 x 10', (6) V, 
= 15 m/s, Re = 1.2 x 10° 

positive incidence angles. The results obtained in the three 
cavitation tunnels are in general agreement. 

Cavitation Numbers. The cavitation number is defined as 
usual by: 

•pYl 

where P^ is the vapor pressure and p the specific mass of the 
flowing water. 

Figures 2(a) and 2(^) show, for tests conducted in the ENCT, 
the desinent cavitation number, a-̂ , as a function of incidence 
angle for Re = 0.4 and 1.2 x 10*. For the elliptical and straight 
leading edge foils, a^ increases monotonically with incidence 
angle, and a^ is larger for the E foil than for the SLE wing, 
especially for the highest Reynolds number. The behavior of 
the STE hydrofoil is completely different. For Re = 0.4 x 
10*, the (Jci increases more rapidly than for the two other foils 
but, and this is a rather unexpected behaviour, TVC occurs 
only over a very limited incidence angle range, comprised be
tween 5 and 7 degrees. If the incidence angle increases, for 
constant velocity and pressure in the test section, there is no 
way of achieving TVC because a long leading edge sheet cav
itation suddenly appears before TVC inception. Vapour bub
bles shed by the leading edge cavity are captured within a very 
diffused vortex core. Therefore, when reducing the angle of 
attack to detect TVC desinence, there is no way to start from 
a well-defined vapor filament in the vortex core, as for the 
tests with the other planforms. These unusual results were re
peated during the tests in the EOT for the same Reynolds num
ber. Fig. 3. 

For the STE foil at the larger Reynolds number, three dis
tinct regions can be defined depending on the incidence angle. 
For 4.5 < a < 6.5 deg, the behaviour is analogous to the 
previous one; for a > 9 deg, the Va values are lower than for 
the other two foils, and for 6.5 < a < 9 deg, there is again 
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Fig. 4 Desinent cavitation number as a function of incidence angle for 
tests performed in the ICT (with nuclei injection) {V^ = 20 m/s, Re = 
1.2 X 10') 

no way to achieve TVC. This complex behaviour is fully con
firmed by the tests conducted in the ICT with nuclei injection 
at equal Reynolds numbers. Fig. 4, although the first region 
extends to lower angles and the o-^ values are significantly larger. 

For incidence angles larger than 9 deg, visual observation 
of the inception and desinence process of the STE foil has 
shown a very short cavitating "bubble" situated on the suction 
side and slightly upstream of the tip that feeds the tip vortex. 
This is not a pure tip vortex cavitation process even if the 
disappearance of both the bubble and the fed vortex occur si
multaneously. For incidence angles below 7 deg with the STE 
foil and for all incidence angles with the E and SLE foils, there 
is no difference in behaviour; cavitation always occurs first in 
the trailing vortex. 

The o-rf values of Figs. 2(a) and 2(fo) are plotted in Figs. 5(a) 
and 5(b) as a function of the lift coefficient. For the lowest 
velocity, at equal lift coefficient, cavitation occurs first for the 
STE foil, followed by the SLE and the E foil. For the largest 
velocity the trend is reversed. Cavitation occurs first for the E 
foil and then for the STE and the SLE foils, although the latter 
two are close together. The change in behaviour from low to 
high free stream velocity does not seem to be related to a 
Reynolds number effect but, as it will be discussed later, it 
can be associated to the water quality. 

Velocity Measurements 

Tangential Velocities. The tangential velocity profiles for 
elliptical foils have been thoroughly documented in previous 
papers, Fruman et al., (1991, 1992a, 1992b). The profiles 
measured at the tip of the foils have shown that a significant 
portion of the roll-up has already occurred and that the initi
ation of the viscous, solid body rotation region has taken place. 
Moving downstream, both the solid body rotation and the po
tential vortex regions extend radially on the outboard side while 
the wake effect, significant in the near region, fades away on 
the inboard side. Farther downstream (several mid-span chords) 
the profiles become symmetrical indicating the completion of 
the roll-up. 
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Fig. 6 Nondlmenslonal tangential velocity as a function of the non-
dimensional distance to the vortex axis at x /c„„ = 0.025 downstream 
the tip of the foils (ENCT) 

The modification of the planform causes a strong modifi
cation of the tangential velocity profiles; in particular in the 
very near region (less than a maximum chord). Figure 6 shows 
the velocity profiles in the outboard region measured at xjc^^^ 
= 0.025, a = 10 deg, V^ = 13.5 m/s (Re = 1.08 X 10"*) in 
the ENCT. There is a very clear indication that the tangential 
velocities increase when the tip of the wing moves from a for
ward to an aft position. This is accompanied by an increase 
of the diameter of the viscous core. 

However, for the STE foil the velocities are, near the max
imum, smaller than expected from the ECT results. For an 
incidence angle of 6 deg, the maximum tangential velocities 
always increase when the tip moves from an aft to a rear po
sition. 

The STE foil offers, as opposed to the E and SLE foils, the 
possibility of determining the velocity distribution across the 
whole vortex starting from the tip. From this point of view, 
the results shown in Fig. 7 for tests conducted in the ECT with 
the STE foil at 10.6 and 6 deg incidence are rather unique and 
have not been presented before in the open literature. For both 
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Fig. 7 Nondimenslonal tangential velocity as a function of distance to the vortex axis for different axial stations for the STE foil (ECT data for 
IC = 9 m/s, a = 6 and 10.6 deg) 

angles, the nondimenslonal tangential velocity has a maximum 
in the region very near the tip, at 0.125 mid-span chord, and 
decreases slowly with distance. At one chord downstream the 
velocity profiles are very much symmetrical regardless of the 
incidence angle. It should be noticed also that even for very 
short distance from the tip the absolute values of the maximum 
and minimum velocities are quite close. This result differs from 
those obtained with the elliptical (Fruman et al., 1992b) and 
with the straight leading edge foils. The reason can be traced 
to the fact that in these two foils there is a significant influence 
of the wing surface on the inboard velocities while for the STE 
foil this effect fades away more rapidly. 

Axial Velocities. The axial velocity profiles show that the 
effect of the vortex is confined to a very limited region, of the 
size of and centered with the viscous core. Both a jet and a 
wake behaviour, already documented in the literature (Green 
andAcosta, 1991; Amdt and Keller, 1992; Fruman etal., 1992b; 
Pauchet et al., 1993), can exist depending on the wing shape 
and Reynolds number. 

The major differences are limited to a very short distance 
since, for x/c^^^ > 0.75, all velocities tend to collapse into 
the free stream velocity, taking into account the scattering of 
the results. The E and SLE foils show a jet behaviour with a 
maximum velocity exceeding the free stream velocity by 30 
percent. For the STE foil a very marked wake behaviour oc
curs with a velocity defect of up to 75 percent. It should be 
recalled that for the elliptical foil at high Reynolds numbers, 
=5 X 10*, the jet behavior extends to very large distances 

downstream (= 4cn,ax) and shows excess velocities of up to 70 
percent, (Fruman et al., 1992b). Pauchet et al. (1993) have 
shown that much larger peak velocities occur at the same 
Reynolds number if the cross section is a NACA 0020 instead 
of a NACA 16020. 

Discussion 

Desinent Cavitation Numbers. To take into account the 
influence of water quality, which Billet and Holl (1979) have 
mentioned to be an important factor in tip vortex cavitation, 
tests were performed in the ENCT with the elliptical foil at 
constant incidence angle and varying velocities and pressures 
to construct the results shown in Fig. 8. Because it is now 
rather well established (see Billet and Holl, 1979; Fruman et 
al., 1991, 1992a, 1992b, Amdt and Dugu^, 1992) that the 
minimum pressure on the vortex axis, and hence the critical 
cavitation number, scales as the inverse of the square of the 
foil boundary layer thickness (not the inverse of the boundary 
layer thickness as in McCormick, 1962), the critical cavitation 
numbers should be proportional to the Reynolds number to the 
power 0.4 for fully turbulent boundary layers. Thus the ref
erence, i.e., test section, pressure plotted as a function of 1/2 
p Vl Re"" should be a straight line for each incidence angle 
and the intercept with the vertical axis should give an estimate 
of the susceptibility pressure, p^, in the cavitation tunnel. The 
susceptibility pressure is larger than the vapor pressure since 
the mean of the three intercepts in Fig. 8 is equal to 7720 Pa. 
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The slope of the straight lines in Fig. 8 is equal to o-j/Re*"*, 
where CTJ is a cavitation number computed using the suscep
tibility pressure instead of the vapor pressure. For the elliptical 
foil tested in the ENCT and for a very large range of free 
stream velocities and 0.4 x 10** < Re < 1.2 x lo ' , the values 
of (Tj/Re° **, are plotted in Fig. 9 as a function of the incidence 
angle. As compared to a plot of cr,,/Re'''' the correlation of the 
data is slightly improved since a linear regression fit gives a 
correlation coefficient of 0,91 for o-̂  instead of 0,88 for cr^. 

In Fig. 10, the o^ results obtained in the ENCT are plotted 
for the STE foil at 6 deg incidence and for the SLE foil at 6, 
8, and 10 deg incidence. For the STE foil, the ECT results 
are, at comparable Reynolds numbers smaller than in the ENCT. 
For increasing Reynolds number and constant incidence angle, 
6 deg, the a-j values do not change significantly for the SLE 
foil while they decrease substantially for the STE foil. But the 
STE results at equal angle of attack always remain much larger 
than those of the SLE. 

For the STE foil at 6 deg incidence, the susceptibility pres
sure determined as above is 19500 Pa and the mean for the 
SLE foil is 7470 Pa. Using these values, the data for the STE 
and SLE foils obtained in the ENCT are plotted in the form 
of a^ as a function of the Reynolds number in Fig. 11. The 

somehow illogical results of Fig. 10 can be now interpreted. 
Indeed, there is no more decrease of o^ with Re for the STE 
foil; at equal incidence angle, the STE foil gives CTJ larger than 
for the SLE foil as with a^, and, provided Re > 0.5 x 10^ 
the growth seems to be consistent with the already known be
haviour for the E foil. It should be pointed out that for suf
ficiently large free stream velocities the contribution of the 
susceptibility pressure is negligible; then, the critical and the 
susceptibility cavitation numbers are nearly indistinguishable. 

Tangential Velocities. There is no accepted procedure for 
estimating the local vortex intensity, F, from velocity mea
surements, especially in the very near region were roll-up is 
initiated and the tip vortex is highly three-dimensional. If a 
velocity vector plot is available in a plane normal to the free 
stream velocity it is possible to compute the circulation of the 
velocity vector on a closed path around the vortex center. 
However, depending on the size of the selected closed path, 
more or less of the vorticity shed by the wing will be ac
counted for as belonging to the tip vortex. This procedure re
quires the use of a three components LDV system or a Particle 
Displacement Velocimetry technique, Pogozelski et al. (1993), 
and has not been implemented as yet to investigate the roll-up 
in the very near region. Using the tangential velocities out
board of the foil on a line parallel to the span and passing 
through the vortex center, Fruman et al. (1991, 1992a, 1992b) 
had computed the angular momentum of the velocities, cor
rected for wall effects, and estimated the local intensity from 
the plateau reached outside the core. Comparison of the local 
intensity for the three different foils investigated in this work 
can be made since the same procedure was employed in the 
data reduction even if the absolute values are subject to caution 
because of the highly three-dimensional character of the vor
tex. Once the estimate of the local intensity is known, the local 
core radius, a, can be determined by fitting a Lamb velocity 
profile to the experimental velocity data outboard. 

The local vortex intensity can be made non dimensional by 
using the mid-span bound circulation. To, computed from lift 
measurements, 

' 0 ~ 1 / 2 C / Vco Cmax 

Figures 12(a) and I2{b) show the values obtained with the three 
planform hydrofoils as a function of the downstream distance 
to the tip for two incidence angles and Reynolds numbers. The 
order of magnitude of the vortex intensity and the growth rate 
with distance are consistent with previous results, Fruman et 
al. (1992a, 1992b), showing that the roll-up is only completed 
far from the foil tip, at a distance of about three chords down
stream. 

The vortex roll-up is, in all cases investigated, already well 
initiated at the tip as shown by the values of the local non-
dimensional vortex intensity. For 10 deg incidence, the STE 
foil already shows 32 percent FQ at the tip, while it decreases 
to 28 percent for the E foil and 15 percent for the SLE foil. 
The effect of sweep is even more pronounced in the ECT with 
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I II I II 
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Fig. 12 Nondlmensionat local vortex Intensity as a function of down
stream distance In the ENCT (a) and ECT {b) 

Fig. 13 Critical cavitation number as a function of the minimum pres
sure coefficient (with sign changed) computed by numerical Integration 
of the values Issued from the experimental tangential velocity profiles 

31, 24, and 10 percent at 10.6 deg incidence angle, respec
tively. Moving downstream, the local vortex intensity in
creases, as expected, by the continuation of the roll-up of the 
vortex sheet into the individualized and coherent tip vortex. 
The differences between vortices generated by different foil 
shapes shade away with distance to the tip. 

It has been shown by Fruman et al. (1992a) that the thick
ness of the turbulent boundary layer of a flat plate of length 
equal to the maximum chord (Schlichting, 1979), 

r -iO-2 
V 

8 = 0.37 Cna,; 

is an appropriate scale allowing to compare the dimension of 
the viscous core for a variety of foil sizes, free-stream veloc
ities, and experimental facilities. A plot of a/S for the present 
tests shows that the minimum of the core radius occurs at or 
in the immediate vicinity of the tip, depending on the planform 
of the foil. After the minimum, all the data but the one for the 
STE foil in the ENCT indicate the same growth tendency. 

The evaluation of the pressure on the vortex axis by using 
the radial component of the momentum equation can only be 
conducted, as in most of the previous papers related to the 
subject (see Green 1991, Amdt et al., 1991, Stinebring et al. 
1991), by neglecting the contribution of the radial velocity 
component. A recent paper (Pogozelski et al., 1993) has es
timated the contribution of the radial and azimuthal gradient 
of the radial velocity to the total pressure drop at the core to 
be about 20 percent of all contributions, without specifying in 
what way the core pressure is altered. However, the axial gra
dient of the radial velocities, which can moderate the other 
contributions, has not been taken into account. We assume 
that, in spite of the three-dimensional tip vortex behavior in 
the near region and using the Lamb model, the pressure coef
ficient on the axis can be estimated by, 

Cp = -0.044 
aVoo 

or by numerically integrating the centrifugal contribution cal
culated with the experimental tangential velocities. 

By replacing the values of F and a obtained experimentally, 
the minimum pressure coefficients on the axis are estimated. 
In Table 2, their values are compared with the measured de
sinent cavitation numbers for the same incidence angle and 
free stream velocity. As already mentioned, since the free stream 
velocities are large, comprised between 9 and 15 m/s , the con
tribution of the susceptibility pressure can be neglected. 

The major differences are attached to the SLE foil. Indeed, 
if no account is taken of this foil, a linear regression of the 
six remaining data points gives a slope for o^ versus Cp^i„ of 
1.17, a standard deviation of 0.10 and a correlation coefficient 
of 0.98. If the SLE foil is incorporated in the analysis, we 
obtain 1.11, 0.30 and 0.84, respectively. In any event, the 
previous findings by Fruman and co-workers leading to o^ = 
~Cpm:m are fully confirmed. Taking into account the numerous 
manipulations necessary to obtain the estimates of Cpmim the 
very varied experimental conditions and the accuracy of the 
velocity and cavitation results, the agreement between a^ and 
~Cpmm is truly remarkable. Indeed, the differences can be ex
plained by the estimated contribution of the radial velocities 
to the radial momentum balance and/or the accuracy of the 
velocity measurements. 

If the critical cavitation numbers obtained at the ENCT are 
now compared to the pressure coefficient obtained by numer
ically integrating the simplified radial equilibrium equation, 
the agreement is even better as it can be seen in Fig. 13. In 
any event, a 10 to 20 percent difference between the measured 
critical cavitation numbers and the estimated minimum pres
sure coefficients (with sign changed) is what can be expected 
from the data analysis procedure with no other extraneous con
tribution (i.e., axial velocity fluctuations) to the vortex core 
pressure. 

Conclusion 

An extensive investigation of the effect of hydrofoil plan-
form on tip vortex roll-up and cavitation has been conducted 
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in three cavitation tunnels providing Reynolds numbers com
prised between 2.5 x lO' and 2.4 x 10^ The foils had the 
same cross section, NACA 16020; one has an elliptical plan-
form and the others were like a quarter of an ellipse with a 
straight leading edge and a straight trailing edge. The cavita
tion test results show that: 

(i) For large enough Reynolds numbers and moderate in
cidence angles, cavitation is slightly delayed for the 
straight leading edge foil as compared to the straight 
trailing edge and elliptical foils. 

(ii) The cavitation behavior of the straight trailing edge foil 
is complex, showing the existence of three different re
gions; one, for very small incidence angles, where cav
itation occurs much earlier than for the two other foils; 
one in which tip vortex cavitation cannot be achieved 
prior to extended leading edge cavitation and one where 
cavitation occurs first in a separation bubble on the up
per surface of the foil slightly ahead of the tip. 

(iii) For low Reynolds numbers (low test velocities), the 
correlation and the interpretation of the results is con
siderably improved if a susceptibility cavitation num
ber, computed using a susceptibility pressure charac
terizing the nuclei population and air content, is used 
instead of the cavitation number based on vapour pres
sure. 

The tangential velocity measurements in the near region, be
tween the tip and a maximum chord downstream, show that: 

(a) The evolution of the local vortex intensity and the local 
vortex core radius with distance along the vortex are 
comparable. However, the local vortex intensity at the 
tip increases when the tip moves from a forward to a 
rear position. 

(b) The estimated minimum pressure coefficient at the vor
tex axis, computed numerically or analytically with the 
values of the local vortex intensity and the local vortex 
core radius (assuming an axisymmetric vortex in the near 
region), correlates very well with the desinent cavitation 
number of all foils but the straight leading edge. 

As a general conclusion, it appears that a straight leading 
edge foil incurs a delay on the cavitation inception for the larg
est Reynolds numbers and moderate incidence angles. Tests 
conducted at much larger Reynolds numbers would demon
strate if forward sweep foils are of practical interest in marine 
applications where tip vortex cavitation is an important design 
parameter. 

Experimental Uncertainties. The hydrodynamic balance 
is calibrated with standard weights which results in a precision 
of ±0.5 percent on the lift force, issued from the average of 
25 values for the same test condition, with an error of 2 min
utes for the incidence angle. The free stream velocity uncer
tainty is in the range of ±0.75 percent, hence the uncertainty 
associated with the lift coefficient is ±2 percent maximum. 

The uncertainty on the cavitation number results from the 
instrumental error on the measurement of the pressure (about 
±1.5 percent) and of the free stream velocity (±0.75 percent). 
It can, thus, be estimated to be ±3 percent. The accidental 
error is mainly associated with the visual appreciation of tip 
vortex cavitation inception and desinence. Measurements con
ducted by different manipulators in the ENCT at equal test 
conditions have shown a relative dispersion of ±2.5 percent, 
lower than the estimated instrumental error. 

The accuracy of the position of the LDV measuring volume 
is about 4 yxm. The random uncertainty associated with the 
electronic and numerical traitement of the Doppler signal giv
ing the instantaneous velocity is estimated to be less than ±1.5 
percent. For large enough samples, it can be expected that the 

error on the mean value is much less than 1.5 percent. The 
mean velocity values are based on 1000 to 2500 readings for 
each position. The uncertainty of the value of the pressure 
coefficient, computed by numerical integration of the simpli
fied radial equilibrium equation, is about ±4.5 percent due to 
uncertainty of the tangential velocity and of the free stream 
velocity. Moreover, the finite dimension of the measuring vol
ume and the extent of the vortex wandering result on the 
underestimation of the tangential velocities, especially in the 
core region where curvature of the velocity profile is large. 
The additional effect of wandering and measuring volume size 
on the pressure coefficient has been estimated to be less than 
+5 percent (see Fruman et al., 1994). 
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A Numerical Investigation 
of Laminar Flow Past 
Nonspherical Solids 
and Droplets 
Steady laminar flow past solitary spheroids and nonspherical droplets has been nu
merically analyzed. Specifically, interfacial transport properties such as surface 
pressures, interfacial velocities, shear stresses and separation angles as well as the 
resulting drag coefficients are evaluated for specified aspect ratios (0.2 < E = b/a 
s 1.0) and intermediate gas stream Reynolds numbers (40 < Re & 120). For one 
case, it was determined that the use of the traditional spherical-droplet assumption 
would result in a 30 percent underprediction of the total drag coefficient. 

Introduction 

The analysis and prediction of the flow fields near solid par
ticles and inside liquid droplets exposed to a steady laminar 
gas stream are a necessary component in the design of a wide 
range of engineering systems including atomizers, sprays, 
dryers, separators, gas turbines, medical devices, and so on. 
In most dispersed flow studies the solid or liquid particles are 
considered to be spherical. However, significant underpredic
tion of, say, the drag coefficient for nonspherical droplets may 
result when the shape-dependence is ignored. Oblate sphe
roidal shapes of different aspect ratios are in many cases good 
approximations for actual solid or liquid particles in free streams 
of intermediate Reynolds numbers (cf. Dandy and Leal, 1989; 
andClift et al., 1978). 

Numerous theoretical and a few experimental contributions 
to the fluid mechanics, particle dynamics and heat transfer of 
spherical solids and droplets are available (cf. LeCIair et al., 
1972; Clift et al., 1978; Haywood et al., 1989; Raju and Sir-
ignano, 1990; Chiang et al., 1992; Chiang and Kleinstreuer, 
1991, 1992). Brief reviews of theoretical solutions to low-
Reynolds-number flows past nonspherical axisymmetric solids 
are given in Happel and Brenner (1965) and Clift et al. (1978). 
Flow fields at intermediate Reynolds numbers have been in
vestigated by JVIasliyah and Epstein (1970), Fitter et al. (1973) 
and more recently by Chuchottawom and Asano (1986) and 
Dandy and Leal (1989). Masliyah and Epstein (1970) per
formed an extensive numerical study of the gas flow field around 
both oblate and prolate spheroids with principal axes ratios of 
0.2 to 1.0 for Reynolds numbers up to 100. Fitter et al. (1973) 
studied experimentally and computationally gas flow past thin 
oblate spheroids with aspect ratios of 0.05 and 0.2 at inter
mediate Reynolds numbers. Chuchottawom and Asano (1986) 
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analyzed numerically transport phenomena associated with flow 
around prolate and oblate rigid spheroids, which they labeled 
"spheroidal droplets," over a wide range of aspect ratios. Dandy 
and Leal (1989) determined the steady-state or equilibrium shape 
of droplets as a function of Reynolds number, Weber number, 
density ratio, and viscosity ratio. Their numerical results in
dicate that for low Reynolds number flows the droplet shape 
varies from approximately spherical to a shape approaching a 
spherical cap as the Weber number is increased, while for in
termediate Reynolds numbers the droplet shape becomes in
creasingly spheroidal as the Weber number is increased. All 
studies assume steady laminar axisymmetric flow past a soli
tary particle with a stationary wake. One exception is the 3-D 
flow investigation by Dwyer and Dandy (1989) who consid
ered a solid ellipsoid under varying angles of attack. 

The present study expands on previous contributions in pro
viding a detailed analysis of the velocity field, surface pres
sure, separation angle, and drag coefficient as a function of 
the aspect ratio for rigid spheroids as well as spheroidal drop
lets. In addition, the effect of the viscosity ratio on the drag 
coefficient is analyzed. 

Analysis 
For the intermediate Reynolds number range of interest, i.e., 

40 s Re s 120, vortex shedding can be neglected (cf. Clift 
et al., 1978), and the dimensionless equations for steady lam
inar axisymmetric flow past a solid or liquid particle are (cf. 
Fig. 1): 

V'V, = 0 (\a,b) 
and 

(V,. • V)v, = - V/7, + Rer ' V ^ (2a,b) 
where i - g indicates the gas phase and / = / represents the 
liquid phase in case of nonspherical droplets. Here, 
V, = vf/u*. PI = pf/{p*uf), V = V*d*, 

pfuSd* 
and R e , = 

K 

170/Vol. 117, MARCH 1995 Transactions of the ASME 

Copyright © 1995 by ASMECopyright © 1995 by ASME
Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In addition to the gas phase Reynolds number Re^, the aspect 
ratio E = b/a and for the nonspherical droplet studies the den
sity ratio ^ = pf/pf as well as the viscosity ratio A = 
(if/fi* are the important system parameters considered. An 
additional droplet parameter of importance is the Weber num
ber. We = u^2dfpf/y*. The Weber number indicates the de
gree to which droplets will dynamically deform. For this study, 
however, the droplet shapes are fixed thus the Weber number 
(i.e., the surface tension) does not appear in the problem state
ment. The liquid phase Reynolds number is a dependent di-
mensionless group, i.e.. Re; = (f/A)Reg. The characteristic 
length d could be either the major principal axis for oblate 
spheroids (i.e., d = da = a) or the spherical volume equivalent 
diameter (i.e., d = d^). Thus, the gas-phase Reynolds numbers 
and the drag coefficients may be expressed as 

Re,, = Re,,£ ' /^ and Co^ = Co^E~''' {3a,b) 

Considering a sufficiently large cylindrical computational 
domain for the continuous phase, the boundary conditions are 
(cf. Fig. 1): 

(inlet) 

du 
(outlet and top) 

dz 

) M = 1 and 

dv 
= — = 0 and 

dz 

v = 0 

du dv 

dr dr 

(4a,ft) 

0 (5a-d) 

du 
(centerline) — = 0 and v = 0 (6a,b) 

dr 
The interfacial compatibility conditions are for the solid par
ticles: 

« = V = 0 (la,b) 

and for the droplets: 

Pi 
Un,g = "«,; = 0. «(,g = u,,i and r̂ .g = I —) TS.I i^a-d) 

Solution Method 
In the Galerkin finite element formation a system of non

linear algebraic equations of the form (cf. Cuvelier et al., 1986) 

lS]v + [N(v)]v + 6-'[L]"-[D]^' [L]v = F (11) 

appears. Linearization of (11) is obtained with the efficient 
quasi-Newton method if the radius of convergence is sufficient 
(cf. Cuvelier et al., 1986). Instead of solving the global system 
matrix, the gas phase quantities are obtained with a segregated 
solver algorithm using the "mixed" formulation where the 
pressure is directly computed (cf. Engleman, 1991). Hence, 
for large problems, creation of a huge global matrix is avoided 
in favor of a group of smaller submatrices which are solved 
in a sequential order. 

Top Boundary 

Rigid Spheroid Actual 
Droplet 

^L_ Axis of Symmetry 

Fig. 1 System schematic 

The dimensions of the computational domain depend pri
marily on the free stream velocity and the particle shape. The 
radial dimension is inversely related to the aspect ratio and the 
Reynolds number and the axial dimensions are directly related 
to the Reynolds number and inversely related to the aspect 
ratio. A variable-density meshing strategy is utilized where small 
elements are placed at the interface and smoothly transitioned 
to coarser elements at the boundaries. The nodal spacing on 
the interface is about 3.2 degrees for £ = 1, i.e., a sphere. 
Nine-node isoparametric quadrilateral elements were used where 
the velocity was approximated by biquadratic shape functions 
and the pressure by linear shape functions (cf. Cuvelier et al., 
1986). Meshes for spheroidal particles were generated by mul
tiplying the sphere's streamwise axis by the aspect ratio. The 
mesh was refined and skewness of elements near the interface 
was reduced for the worst case, i.e., a spheroid with aspect 
ratio E = 0.2, until mesh-independence of the results was 
achieved. About 1020 to 1325 elements were needed for the 
gas-phase and 322 to 350 elements were necessary for the 
droplets. 

The solutions of the gas and liquid flow fields were obtained 
as follows. Starting with Stoke's flow for the gas-phase as an 
initial guess, the interface is considered first to be rigid. Higher 
Reynolds number flows utilize the lower Reynolds number so
lution as their initial guess. The resulting shear stress at the 
interface is used as the boundary condition for the liquid phase. 
The stress-induced liquid-phase flow field is solved and the 
surface velocity is used as the interfacial boundary condition 
for the gas phase. The matching of the compatibility condi
tions required between nine and thirty iterations with an op
timal under-relaxation coefficient of 0.65 and a maximum rel
ative error bound of 10~'. 

Results and Discussion 

A Model Validation. The numerical code was validated 
using benchmark data sets and correlations for rigid spheres, 
spherical droplets, and solid oblate spheroids (cf. Clift et al., 
1978; LeClair et al., 1972; Masliyah and Epstein, 1970; and 

Nomenclature 

a = major principal axis of spheroid 
b = minor principal axis of spheroid 

Co = drag coefficient 
d = characteristic diameter of parti

cle or droplet 
D = pressure mass matrix 
E = spheroid's aspect ratio, b/a 
F = force vector 

FD = drag force 
L = continuity matrix 
n = normal coordinate 
Â  = convective matrix 
O = order of 
p = pressure 
r = radial coordinate 

Re = Reynolds number, typically Re,, 

S = diffusion matrix 
M, V = velocity components in z and r 

directions 
M„ = free-stream velocity 
V = velocity vector 

We = Weber number 
z = axial cylindrical coordinate 
y = surface tension 
ds = separation angle 
A = viscosity ratio 
ju, = dynamic viscosity 
V = kinematic viscosity 
p = density 
T = shear stress 
( = density ratio 

Subscripts 

a = principal axis 
e = equivalent diameter 
g 
i 
I 
n 
t 
s 

gas phase 
fluid phase (/ 
liquid phase 
normal 
tangential 
surface 
free stream 

= / or g) 

Superscript 

* = dimensional quantities 
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Re, = 

Separation angle, 6,, 

Drag coefficient, Co 

Table 1 Comparison of data sets for rigid sphere 
u^/v 

Present model 
Clift et al. (1978) 
Present model 
Clift et al. (1978) 

40 

143.9 
144.4 

1.80 
1.79 

50 

138.9 
139.3 

1.58 
1.57 

60 

135.3 
135.5 

1.43 
1.42 

75 

131.4 
131.4 

1.27 
1.26 

90 

128.4 
128.2 

1.15 
1.14 

100 

126.6 
126.5 

1.09 
1.09 

110 

125.2 
125.0 

1.04 
1.04 

120 

123.8 
123.7 

1.00 
0.99 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 
Ihe ta , 6 (radians) 

(a) 

Table 2 
Re, 

Comparison 
= u^/v 

of data sets for liquid sphere 
30 40 57 100 200 

Drag 
coefficient, 
Co Present model 

LeClair et al. 
(1972) 

Rivkind and 
Ryskin (1976) 2.07 1.75 1.44 1.09 0.79 

2.118 1.783 1.457 1.078 0.756 

2.10 1.78 1.51 1.08 0.76 

Rigid Spiieroid 

(a) 

0.0 0.5 1.0 1,5 2.0 2.5 
Theta, 6 (radians) 

(b) 

Fig. 2(a) Oimensionless pressure distribution over rigid spheroids at 
Re = 100 Fig. 2{b) DImensionless pressure distribution over a liquid 
sphere at A = 55 and ( = 836 for Re = 30 and 100 

Rivkind and Ryskin, 1976). Table 1 contains a matching com
parison between model predictions and empirical correlations 
for the separation angle and the drag coefficient of a rigid sphere 
as a function of free-stream Reynolds number. 

Figures 2(a) and 2(b) show detailed comparisons of the di-
mensionless surface pressure for solitary rigid particles with 
aspect ratios E - 1.0, 0.5 and 0.2 (cf. Masliyah and Epstein, 
1970) and for a liquid sphere with a viscosity ratio A = 55 
and a density ratio ^ = 836 (cf. LeClair et al., 1972). As ex
pected, spherical particles exhibit smoother pressure variations 

(b) 

Fig. 3(a) Gas-phase velocity vector plot for a rigid spheroid (top) and 
a n-hexane spheroidal droplet (bottom) where A = 4.12, f = 260.7, E = 
0.8 and Re^, = 100 Fig. 3(b) Liquid-phase velocity vector plot for a n-
hexane spheroidal droplet (A = 4.12, ( = 260.7, E = 0.8 and Re^, = 100) 

while the oblate spheroids tend to have a somewhat flat profile 
over the front part with an increasingly abrupt pressure drop 
near flow separation as £ ^ 0. A swift but limited pressure 
recovery contributes, as form drag, a major part to the total 
drag of oblate spheroids. Table 2 shows good agreements be
tween the current model and the results of LeClair et al. (1972) 
as well as the correlation of Rivkind and Ryskin (1976) for 
the drag coefficient of a liquid sphere (A = 55 and ( = 836). 
Additional validation results may be found in Comer (1993). 

B Solid Particles. Figures 3(a) and 4(a) show the ve
locity vector plots for rigid spheroids and liquid spheroidal 
droplets of decreasing aspect ratio, i.e., E = 0.8 and 0.4. The 
upper halves of these figures depict the gas flow fields for rigid 
spheroids at Re = 100. As £ -^ 0, the front part of the flow 
field approaches stagnation point flow. When the Reynolds 
number is increased, the region of influence in the normal di-
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Rigid Spheroid 

Droplet 

(a) 

(*» 

Fig. 4(a) Gas-phase velocity vector plot for a rigid Spheroid (top) and 
a n-hexane spheroidal droplet (bottom) where A = 4.12, ^ = 260.7, E = 
0.4 and R S A = 100 Fig. 4(b) Liquid-phase velocity vector plot for a n-
hexane spheroidal droplet (A = 4.12, ( = 260.7, E = 0.4 and Re^. = 100) 

rection decreases but the wakes vorticity and length increase. 
The intensity of the wake also increases when the spheroid's 
aspect ratio is reduced. These two system parameters (Re, E) 
influence the local flow fields (cf. Figs. 2, 3(a), 4(a)) which 
in turn determine global flow parameters such as the total drag 
coefficient discussed below as well as the Nusselt number for 
thermal flows (cf. Comer and Kleinstreuer, 1995). 

Figure 5 indicates that spheroids with high aspect ratios have 
slightly higher drag coefficients at lower Reynolds numbers, 
whereas at larger Reynolds number the spheroids with higher 
aspect ratios generally have lower drag coefficients. This gen
erates for CD(Re, E) graphs "crossover points" with respect to 
the sphere's drag coefficient, i.e., CD(Re, E = 1.0). The rea
son is that at low Reynolds numbers the contribution of 
CD{friction) to Coitotal) is large, generating high Co-values 
for, say, E = 1.0. However, as the Reynolds number in
creases, and the aspect ratio decreases the form drag, i.e., 
Cuipressure) becomes dominant. From Fig. 5 it can also be 
deduced that the total drag coefficient for £ = 0.2 and Re = 
90 is approximately equal to that for £ = 1.0 at iJe = 75. 
Noting that d = d^ and p are constant, Co, = C^^ collapses by 
definition to 

^Drag.l 

M Q O , 1 

'^ Drag,2 

< 2 
or-

e 
0 
u 
01 « 
u 
a 

1.8 

1.7 

1.6 

1.5 

1.4 

1.3 

1.2 

1.1 

0.9 

" 1 — ' — I — ' — I — ' — r 

j - j -

0.0 0.2 1.0 1.2 

This implies that for the different free-stream Reynolds num-

0.4 0.6 0.8 
Aspect R a t i o , E 

Fig. 5 Drag coefficients as a function of aspect ratio for rigid spheroids 

bers, the two submerged bodies experience quite different forces 
although their drag coefficients are the same. 

C Nonspherical Droplets. In contrast to solid particles, 
droplets may deform in response to fluid dynamic forces and/ 
or nonuniform heat transfer with phase change as in droplet 
condensation and vaporization. It is generally accepted that at 
intermediate Reynolds numbers droplets assume shapes which 
become increasingly spheroidal as the Weber number is in
creased (cf. Clift et al., 1978; Dandy, 1987; Dandy and Leal, 
1989; and Wellek et al., 1966). Thus, it is realistic and com
putationally efficient to study fixed spheroidal droplet shapes 
in the range of 0.4 s £ < 1.0. Specifically, of interest are 
the effects of the droplet shape and the viscosity ratio on the 
local velocity field and the drag coefficient. Two viscosity and 
density ratios were used to represent typical liquids, i.e., A = 
4.12 and ^ = 260.7 for water and A = 40.2 and ^ = 845.6 
for n-hexane fuel. 

The bottom halves of Figs. 3(a) and 4(fl) show the gas-phase 
velocity fields for n-hexane spheroidal droplets at £ = 0.8 and 
0.4 for Re = 100 whereas Figs. 3(b) and 4{b) depict the cor
responding internal circulation patterns. It can be seen that the 
liquid droplets have a smaller recirculation zone than the cor
responding rigid spheroids. It is also evident that the smaller 
aspect ratio droplet, E = 0.4, has a slightly larger recirculation 
zone than the £ = 0.8 droplet. However, care must be taken 
when comparing the velocity fields of the droplets since the 
characteristic diameter, and hence the Reynolds number, was 
based on the major principle axis. When the volume equivalent 
diameter is employed, the actual Reynolds number is less, i.e., 
RCrf, « 75 for the case E = 0.4 (cf. Figs. 4(a, b)). Thus for 
the same volume equivalent Reynolds number the recirculation 
zone of the E = 0.4 droplet would be clearly larger than that 
of the E = 0.8. Typical internal droplet circulation is visual
ized in the velocity vector plots of Figs. 3(6) and 4(6) for sphe
roidal n-hexane droplets (E - 0.8 and 0.4). The strong pri
mary vortex and the measurable surface velocity for 60 deg < 
6 :s 120 deg are clearly visible. 

The nonsphericity and viscosity effects on the total droplet 
drag coefficient are shown in Fig. 6. Because of the enhanced 
liquid-phase motion, n-hexane droplets exhibit lower drag 
coefficients than water droplets or solid particles (cf. Figs. 6, 
7). Figures 7(a) and l{b) indicate that for high viscosity ratio 
flows, such as water droplets in air, it may be possible to ig
nore the internal droplet circulation when determining the drag 
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Fig. 6 Drag coefficients based on the volume equivalent diameter for 
a spheroidal water droplet (A = 40.2 and i = 845.6) and a n-hexane 
droplet (A = 4.12 and i = 260.7) at aspect ratios E = 1.0, 0.8, 0.6, and 
0.4 

coefficient, while for low viscosity ratio flows, such as light 
fuel droplets in air, the internal droplet circulation contributes 
significantly to the overall drag. From close examination of 
Fig. 7(b) it can be deduced that at the smallest aspect ratio, 
the viscosity ratio plays a diminished role in determining the 
drag because of the reduced internal droplet circulation. 

In general, flow past droplets, especially those with low vis
cosity ratios, generates different interfacial quantities, leading 
to different separation angles, drag coefficients, etc., when 
compared with their rigid or high-viscosity counterparts be
cause of the strong shear stress-induced internal circulation. 
Specifically, flow separation is delayed and the total drag de
creases. Drag reduction is caused by lower velocity gradients 
at the moving interface (cf. Co.ihew) and by delayed flow sep
aration generating smaller wakes (cf. Co,pressure)- It has to be 
noted that special care should be taken in: (i) determining the 
line of flow separation and (ii) choosing the reference length 
for data comparison. For high-viscosity-ratio flows a change 
in sign of the surface shear stress indicating separation is ac
ceptable. However, for flows with A = 0(1), such as light fuel 
droplets, the interfacial shear stress may change sign without 
any flow separation. What happens is that the surface velocity 
over the front of the droplet reaches a relatively large value, 
thus driving the internal droplet circulation. The gas-phase ve
locity over the rear of the droplet decreases, in correspondence 
to the pressure recovery of the gas stream, at a faster rate than 
the interfacial droplet velocity because of liquid-phase con
servation of mass and momentum. Enhanced flow visualiza
tion is one possibility for recording this phenomenon. As given 
with Eq. (3b), the definition of the drag coefficient for sphe
roidal particles can be based on the volume-equivalent diam
eter or the major principle axis, both affecting the total drag 
differently. Thus, comparisons of integrated or global flow 
quantities based on the major principle axis are acceptable for 
different fluids in terms of A and f but restricted to the same 
particle shapes. In contrast, comparisons of different particle 
shapes may be admissible when based on the volume-equiv
alent diameter. 
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Fig. 7 (a) Drag coefficients based on principle axis for a spheroidal 
water droplet (A = 40.2 and I, = 845.6) and a rigid oblate spheroid at 
aspect ratios E = 1.0, 0.8, 0.6, and 0.4 Fig. 7(b) Drag coefficients based 
on principle axis for a spheroidal n-hexane droplet (A = 4.12 and ( = 
260.7) and a rigid oblate spheroid at aspect ratios £ = 1.0, 0.8, 0.6, and 
0.4 
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Meta-Analysis of Gas Flow 
Resistance Measurements 
Through Packed Beds 
Measurements of the resistance to flow through packed beds of inert spheres have 
been reported by a number of authors through relations expressing the coefficient 
of drag as a function of Reynolds number. A meta-analysis of the data using 
improved statistical methods is undertaken to aggregate the available experimental 
results. For Reynolds number in excess of l(f the relation log F„ = 0.49+0.90 log 
Re' is shown to be a highly effective representation of all available data. 

1 Introduction 
Experimental results are cumulative if in aggregate they unify 

and extend empirical relations and theoretical structures that 
may be obscured in individual investigations. Empirical cu-
mulativeness, which Hedges (1987) describes a s " . . . the degree 
of agreement among replicated experiments or the degree to 
which related experimental results fit into a simple pattern that 
makes conceptual sense," is the focus of this paper. Glass 
(1976) was among the first to recommend the use of quanti
tative procedures in integrative research reviews and to intro
duce the term "meta-analysis" to cover the collection of such 
procedures. Meta-analysis claims certain classical statistical 
procedures, as well as approaches developed specifically for 
research synthesis, and has found application in the social and 
biological sciences. The unification of experimental results ob
tained by different investigators operating independently with 
their own experimental protocol and sometimes using different 
methods of analysis, is the kernel of meta-analysis. A com
prehensive treatment of this subject is given by Hedges and 
Olkin (1985). 

Measurement in the physical sciences is generally regarded 
as highly accurate, and although some variability is inevitable, 
the variation itself is thought to be insignificant from a practical 
standpoint. Counterexamples to this notion are plentiful, even 
in carefully conducted experiments. Consider, for instance, 
the situation described by Touloukian (1975) involving two 
sets of measurements taken on the thermal conductivity of 
gadolinium. These data, shown in Fig. 1, " . . . are for the 
same sample, measured in the same laboratory two years apart 
in 1967 and 1969. The accuracy of curve 1 was stated as within 
1 percent and that of curve 2 as 0.5 percent. . ." and yet, the 
curves differ by more than several hundred percent at higher 
values of temperature. 
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Thermal Conductivity, Worn"'K'' 

Fig. 1 Thermal conductivity of gadolinium 

Physical scientists normally bring a careful qualitative anal
ysis to their research studies. If prudently employed, inter
rogative statistics, which are part of meta-analysis, have a 
contribution to make in the physical sciences as well. 

After data have been collected according to a carefully con
structed experimental design (e.g., see Montgomery, 1991) the 
main reason for determining a correlation (a regression anal
ysis) is to examine the effects that some variables exert, or 
appear to exert, on others, Even when no intuitive physical 
relationship is apparent, regression analysis may provide a 
convenient summary of the data. The summary can be accom
plished in a number of ways and has been an active area of 
investigation since the time of A. M. Legendre (1752-1833), 
who published the first account of regression by least squares 
in 1805. Section 2 of this paper reviews the correlations that 
have been advanced for steady flow through inert spherically 
packed beds and some of the consequences of the attendant 
data analysis. In Section 3, a meta-analysis of the gas flow 
resistance measurements is undertaken. Section 4 contains a 
summary and main conclusions. 
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2 Regression Analysis of Gas Flow Resistance Meas
urements 

Ergun (1952), Kuo and Nydegger (1978), and Jones and Krier 
(1983) have proposed models relating coefficient of drag to 
Reynolds number for steady flow through packed beds of inert 
spheres. However, the correlations were developed under dif
ferent experimental regimens. Robbins and Gough (1978) also 
investigated coefficient of drag at high Reynolds number but 
presented their results in terms of a friction factor/j=F„/[Re/ 
(1 - <j>)], which is the ratio of coefficient of drag F„, and Reyn
olds number Re scaled by a solids loading factor (1-0). 

In comparing Ergun's relation 

F„= 150+1.75 

to that of Kuo and Nydegger 

F„ = 276.23+ 5.05 

or of Jones and Krier 

F„= 150 +3.89 

Re 

Re 
1-4 

0.87 

(1) 

(2) 

Re 
0.87 

a slight notational difference portends substantial complica
tions. Equation (1) is a simple hnear model. Equations (2) and 
(3) are nonlinear in the sense that one or more parameters 
appear nonlinearly. Nonlinearity complicates the statistical 
analysis of the data since determining appropriate choices for 
the parameters in Eqs. (2) and (3) becomes a computationally 
intensive optimization procedure, and inference about the re
sultant relation and parameters becomes much more tentative. 
The mathematical underpinnings of nonlinear regression will 
not support as much in the way of statistical inference or 
hypothesis testing as is available for linear regression. In gen
eral, nonlinear models should be avoided unless there is a 
compelling reason for their use. Draper and Smith (1981) dis
cuss this issue in greater detail. 

Standard regression procedures are developed under several 
assumptions. Fundamental among these is that the response 
(here, F„) is measured with error but the predictor(s) (here. 
Re and <̂ ) are measured without error. Jones and Krier provide 
estimates of error for F^, Re, and </>, confirming that this 
assumption is not met, and call into question the efficacy of 
the resultant correlations. Sometimes an attempt to circumvent 
this requirement is undertaken by arguing that the error in 
predictor measurement is sufficiently small as to be ignored 
when compared to the range of the predictor variable. If this 
claim is invoked, reliance upon any resultant representation 
must be tempered accordingly. 

Since a correlation provides a convenient representation of 
the available data, a direct attempt at evaluating the adequacy 
of a regression equation involves an examination of the dif
ferences between the measurements taken and the values pre
dicted by the equation. These differences, F„.-F[., i=\, 2, 

Particle Size (mm) 

Fig. 2 Residuals versus particle diameter 0^, Jones and Krier data with 
6-mm beads excluded 

(3) . . . , « , are called residuals; F^. is an experimentally determined 
value of drag coefficient, and F'„. is the corresponding value 
predicted by the regression equation. A residual plot for Eq. 
(3) is shown in Fig. 2. These plots may serve as a diagnostic 
tool in addition to assessing the adequacy of a fitted regression 
model. 

Figure 2 strongly suggests that another crucial regression 
assumption is not satisfied. The variance of the residuals does 
not appear constant over the range of Re' = Re/(1 - <t>)\ more
over, the departure from the fitted equation is systematic with 
bead diameter, Dt,. Jones and Krier recommended reverting 
to the relation (Eq. (2)) proposed by Kuo and Nydegger to 
describe their own measurements taken for 6-mm beads. This 
recommendation is data specific and is difficult to justify in 
general. They conjecture that an interaction between bead size 
and tube diameter may be present, but this requires quantitative 
substantiation. In general, weighted least squares, or a trans
formation of the observations F„. before regression, are po
tential corrective procedures suggested by this residual pattern. 

2.1 Regression Analysis Revisited. Nonlinear regression 
algorithms normally seek to minimize the sum of the squared 
residuals—as in ordinary linear regression—in attempting to 
determine the "best" choice of parameters to model the data. 
These procedures have previously been cited as computation
ally intensive. More specifically, they are iterative and may 
diverge or converge to local extrema, depending upon the choice 
of initial conditions. Through a systematic selection of initial 
conditions, it was determined that the equation 

0.91 

F„ = 6l+2.l{^\ , (4) 
1-.^ 

provides an improved representation of the data reported by 
Jones and Krier. 

Db 
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coefficient of drag 
= /th observed value of the 
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Fig. 3 Proposed models for relating coefficient of drag and Reynolds 
number 

The root mean square error (RMSE), an estimate of the 
standard deviation of the residuals and a commonly used meas
ure for adequacy of fit, is reduced by 20 percent compared to 
that corresponding to Eq. (3). The measurements taken on the 
6-mm beads, the chief contributor to heterogeneity of variance, 
have been excluded from the regression, making the compar
ison with Jones and Krier direct. A reduction of one-fifth in 
RMSE is not by itself a stunning improvement, but it does 
focus more sharply on the underlying physical process. The 
residual plot for Eq. (4) still exhibits the undesirable pattern 
of under(over) fitting categories of bead diameter but is an 
improvement compared to the display in Fig. 2. 

The data collected by Robbins and Gough (1978, 1979), 
which " . . . correspond to several tests performed on several 
occasions" for beds of spheres, right circular cylinders, and 
multiperforated cylinders, may be transformed into units ap
propriate for comparison through the relationship// =F„/[Re/ 
(1-0)]. Restricting the analysis to data taken on 1.27-mm 
diameter lead shot and on 4.76-mm and 7.94-mm diameter 
steel spheres, the equation 

F„=-237 + 3.14 
Re 

(5) 

was determined for representation of flow through spherically 
packed beds. Equations (4) and (5) are shown, along with the 
previously established correlations, Eqs. (1) and (2), in Fig. 3. 

Transforming the variables (Re', F J by taking logarithms, 
which was suggested by the residual plot in Fig. 2, effectively 
linearizes the data. In regression analysis, a measure of pre
cision of the regression line which is used in addition to RMSE, 
is given by a statistic denoted as R^. R^ assumes values in the 
unit interval [0, 1] and quantifies the amount of variation in 
the response accounted for by the regression line. Values close 
to 1.0 are highly desirable, indicating that the regression has 
effectively accounted for most of the variation in the response. 
The regression line determined after logarithmic transforma
tion of the Jones and Krier data has R^ = 0.98. The transformed 
Robbins and Gough data have R^ = 0.99. These values are so 
close to 1.0 that pursuit of a nonlinear model is difficult to 
justify mathematically. 

Comparison between linear models and nonlinear models is 
difficult. RMSE values cannot be compared across the trans
formation, and a well-defined R^ statistic for nonlinear models 
does not exist. 

3 Meta-Analysis of Gas Flow Resistance Measure
ments 

Correlations that have been advanced for gas flow resistance 

Reynolds Number/(1-(>) 

Fig. 4 Bootstrapped confidence envelopes for nonlinear regression 
based on Robbins and Gough data 

measurements through spherically packed beds may be con
sidered in aggregate. For the nonlinear models, a statistical 
resampling plan is applied, whose goal is to extract information 
from a set of data through repeated inspection. The procedure 
is called the "bootstrap," named to convey its self-help at
tributes, and it attempts to address an important problem in 
data reduction—after an estimate of a parameter is computed, 
what accuracy can be attached to the estimate? Accuracy here 
refers to the " ± something" that often accompanies statistical 
estimates, and may be conveyed through such devices as var
iance, RMSE, or confidence interval. For the log-linear model, 
the available data are directly combined. 

Full exploitation of a meta-analysis approach was hindered 
by an inability to obtain all the pertinent experimental data. 
It is unfortunate that experimental data are not routinely ar
chived after collection; otherwise, additional information that 
it may hold is lost to extraction by subsequent investigations 
and by alternative statistical methods. The data of Jones and 
Krier and of Robbins and Gough, were accessible. With these 
data, this account proceeds as far as statistical prudence per
mits. 

3.1 Bootstrapping Regression Correlations. Detailed de
scriptions of the bootstrap and accounts of its successful ap
plication are amply documented (e.g., Efron, 1979,1982; Efron 
and Tibshirani, 1985; LePage and Billard, 1992). The com
putational contrivance that the bootstrap procedure exploits 
is the generation of perturbed data sets from a single set of 
data through sampling with replacement. Specific to this study, 
the set of paired observations taken on coefficient of drag and 
Reynolds number, {(F ,̂, Rej), . . ., (F„̂ , Re^}, that is the 
basis for a reported correlation, is sampled with replacement 
to generate additional sets {(F*, Re[*), . . ., (F*, Re;,*)}, 
whose elements are copies (with duplication) of the original 
measurements. This set is called a bootstrapped data set. The 
process of sampling with replacement is repeated to generate 
a large number of bootstrapped data sets. 

If a correlation is determined for each bootstrapped data 
set and its equation plotted, the sensitivity of the regression 
line to perturbation of the original data becomes apparent. In 
Figure 4, the results of 1,000 replications of this process are 
pictured. The outermost lines indicate boundaries within which 
the correlation (5) might be expected to lie if the original data 
set were simply perturbed. They were obtained from the max-
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Fig. 5 Drag coefficients versus Reynolds number/(1 - <t>)\ Jones and 
KrIer, Robbins and Gougli data combined 

ima and minima of the drag coefficient predicted for particular 
values of Re'. ' 

The envelope constructed for correlation (5) contains cor
relation (4). This suggests that no significant difference be
tween these empirical relations exists. Similar results are ob
tained if we begin with correlation (4); correlation (5) will lie 
within the corresponding confidence envelope. Consideration 
of perturbed data is highly appropriate here, since experimen
tal results cannot be expected to be reproduced, even if the 
experiment is replicated under tightly controlled conditions. 
The theoretical justification for the use of bootstrapped data is 
given by Efron (1982). 

The relationship of Kuo and Nydegger, for which the ex
perimental data was not accessible, was determined for a single 
diameter bead, Dj = 0.83. 

3.2 Log-Linear Regression. Figure 5 displays the loga
rithmic transformed data of Jones and Krier, and Robbins 
and Gough, combined. The fitted line for these data is 

log F„ = 0.49+ 0.90 log Re'; (6) 

included in the regression are the data taken on 6-mm beads, 
which was previously excluded. 

Visually, the data appear linear after transformation. Sta
tistically, the J? -̂value for the regression is 0.99, making the 
fitted line a highly satisfactory representation of these data for 
all practical purposes. 

A corresponding nonlinear expression may be established 
by applying the inverse log transformation to both sides of 
Eq. (6) to obtain 

F„=3.09Re''''°. (7) 
The coefficient 3.09 lies between the values determined for 
Eqs. (4) and (5), 2.7<3.09<3.14; and the exponent 0.90 lies 
between the values determined for Eqs, (4) and (5), 
0.89<0.90<0.91. This is not unexpected, since Eq. (6) is in
tended to accommodate the data underlying both Eqs. (4) and 
(5). The absence of a constant term (|8o = 0) is not especially 

meaningful, since the values of F„ over the range of Re' for 
which Eqs. (4) and (5) are intended will dominate the constant 
term. The linear form Eq. (6) still holds the advantage of 
admitting additional statistical inference procedures that are 
denied the nonlinear model, Eq. (7). 

4 Summary and Conclusions 
For Reynolds number exceeding 10^ a more effective rep

resentation and data analysis than presently available can be 
obtained after logarithmic transformation of the data. This 
linearizes the data and removes the necessity for nonlinear 
regression techniques. The equation 

logF„ = 0.49+ 0.90log Re' (8) 

is an effective description of the available experimental data. 
If a representation of the form 

F, = /3o + /3,(Re/l-(^)''2 (9) 

is required, then Jones and Krier's results are more effectively 
reflected through the equation 

/ R e \ ° " 
F„ = 6 1 + 2 . 7 ^ — j . (10) 

and Robbins and Cough's data restricted to spherically packed 
beds provide the relation 

0.89 

F„=-237 + 3.14 Re 
1-0 (11) 

but approximate confidence envelopes constructed with the 
aid of the bootstrap suggest that these relations may be com
bined without loss of underlying physical insight. The nonlin
ear analog of Eq. (8) was shown to be 

F„=3.09 
Re 

1-0 (12) 

tvlore precisely, the values represent extreme quantiles after all of the F^ 
have been ranked; their values are not essentially different from maxima and 
minima. 

In total, the statistical analysis supports the combination of 
the various correlations, for the stated test conditions, into a 
single linear relationship. 

While it is quite reasonable to suspect an interaction between 
the geometry of tube and packing, perhaps reflected through 
the ratio D^/Dt, more extensive testing is required to establish 
this relation. Hopefully, this will be done in accordance with 
a formal statistical experimental design to minimize testing and 
maximize information gain. 
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A Two-Temperature Model for 
Turbulent Flow and Heat 
Transfer in a Porous Layer 
A new model of turbulent flow and of two-temperature heat transfer in a highly 
porous medium is evaluated numerically for a layer of regular packed particles. The 
layer can have heat exchange from the defining surfaces. The commonly used models 
of variable morphology functions for porosity and specific surface were used to 
obtain comparisons with other works in a relatively high Reynolds number range. 
A few outstanding features of the closure models for additional integral terms in 
equations of flow and heat transfer are advanced. Closures were developed for cap
illary and globular medium morphology models. It is shown that the approach taken 
to close the integral resistance terms in the momentum equation for a regular struc
ture can be obtained in a way that allows the second order terms for laminar and 
turbulent regimes to naturally occur. These terms are taken to be close to the Darcy 
term or Forchheimer terms for different flow velocities. The two-temperature model 
was compared with a one-temperature model using thermal diffusivity coefficients 
and effective coefficients from various authors. Calculated pressure drop along a 
layer showed very good agreement with experiment for a porous structure of spher
ical beads. A simplified model with constant coefficients was compared with ana
lytical solutions. 

1 Introduction 

It is believed that the best results in porous media transport 
modeling are be achieved by following the most consistent and 
comprehensive methodology to take into consideration the as
sumed or assigned medium morphology. The problem, until 
recently, was in finding ways of developing mathematical 
statements which could describe not only common physical 
notions but rather the precise interconnection between porous 
medium morphology and its manifestation in the equation 
statements. Most researches have been made using convenient 
description of porous medium in "common" features. 

Experimental investigation of heat transfer from a wall with 
the constant temperature in highly porous media 0.94 «— Wo 
<- 0.97, was performed by Hunt and Tien (1988a,b). Nield 
(1991) expressed some doubts about the terms in the final form 
of the averaged momentum equation. Slow laminar flow and 
heat transfer through a porous flat channel with isothermal 
boundaries were considered in the research of Kaviany (1985). 
The solution of the equations used by Kaviany, close to those 
used by Vafai and Tien (1981), showed the influence a porous 
medium morphology parameter y = Qi^mo/K)''^. In the work 
by Vafai and Thiyagaraja (1987) the effects of flow and heat 
transfer near an interface region between two porous media, 
porous medium and fluid region and near solid wall were in-

Contributed by the Fluids Engineering Division for publication in the JOUR
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division April 12, 1993; revised manuscript received October 5, 1994. As
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vestigated employing the governing equations with constant 
porosities. Influence of three parameters on heat and laminar 
momentum transport in two-dimensional porous medium have 
been studied in the work by Vafai and Sozen (1990). Namely 
there were parameters of particle Reynolds number Re^, Darcy 
number Da, and the ratio of the solid to vapor phase diffusiv-
ities. There was found that Da number is the most important 
factor in determining the assumption of local thermal equilib
rium. 

A few preliminary notions and comparisons regarding the 
increasingly detailed description of transport processes in po
rous media (see, for example, works by Hayes, 1990; Ward, 
1964; Du Plessis and Masliyah, 1988) were made in papers 
by Travkin and Catton (1992a,c). There is a noticeable lack 
of experimental measurements of the real characteristics inside 
the porous medium. The absence of appropriate experimental 
methods has been the explanation. In an article recently pub
lished by Georgiadis et al. (1991) there were very interesting 
figures with the averaged structure, shown in small scale de
tails, of porosity and velocity functions across a tube contain
ing a packed bed. Unfortunately, the paper does not contain 
the needed details of the experiment such as the local Reynolds 
number, the distribution of specific surface, and descriptions 
of the porous medium inner channels, which could be, and 
most likely will be established by exploiting the experimental 
technique. 

It is our view that more attention should be focused on the 
theoretical development needed to understand turbulent flow 
and heat and mass transfer exchange in the channels of com
plex configurations with various wall roughness, and conse-
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quently, on well described structures of porous media, since 
there are very few physically substantiated and fully developed 
theories. 

2 Development of Turbulent Transport Models 
in Highly Porous Media 

Let us assume that the obstacles in a globular porous me
dium structure and the channels between them are arranged 
randomly. A regular arrangement of obstacles is far more eas
ily studied than a randomly nonhomogeneous one. The former 
has all of the merits of a canonical model which is suitable 
both for comparison with experiment and exact solutions as 

well as for treating conducting boundary transitions in the course 
of simulation of a process. 

Derivation of the equations of turbulent flow and diffusion 
for a highly porous medium during the filtration mode is based 
on the theory of averaging over a certain REV (representative 
elementary volume) AH (Whitaker, 1967) of the turbulent 
transfer equation in the fluid phase and the transfer equations 
in the solid phase of a heterogeneous medium (Primak et al. 
1986; Scherban et al., 1986). Modeling of heterogeneous (two 
energy equation) non-Darcian flow for transient operation of 
a particle bed has not, thus far, been fully investigated. Ex
perimental studies have revealed that at high Peclet numbers, 
transient operations in packed beds cannot be modeled cor
rectly with a single energy equation for the medium. The tur-

Nomenclature 

b 

Br 

Cdp • 

morphology similarity number K„ = 
[-] 
mean turbulent fluctuation en- / = 
ergy [mVs'] = 1/2 ujul L = 
similarity number in turbulent m -
kinetic energy equation [-] {m) = 
mean drag resistance coefficient mo = 
in the REV [-] Nu^ = 
drag resistance scale and simi
larity number [-] Nu/ = 
mean form resistance coefficient 
in the REV [-] p = 
mean skin friction coefficient over 
the laminar region inside of the Pe = 
REV [-] Pr = 
specific heat [J/(kg K)] Pr?- = 
constant coefficient in Kolmo-
gorov turbulent exchange coef- QQ = 
ficient correlation [-] Q^2 = 
Darcy number [-] = K/H^ 
character pore size in the cross 
section [m] r̂  = 
particle diameter [m] Re ;̂, = 
interphase differential area in 
porous medium [m^] Re^ = 
internal surface in the REV [m^] 
averaged over AOf value / S„ — 
value / , averaged over AOf in a 
REV S^m = 

/ = value / morpho-fluctuation in a 
AOf S^, = 

H = width of the channel [m] 
h = half-width of the channel [m] S^ = 

hr = pore scale microroughness layer T — 
thickness [m] T^ = 

K = permeability [m^] 
Ki, = turbulent kinetic energy ex- T„ = 

change coefficient [m^/s] 
kf = fluid thermal conductivity [W/(m Tf„ = 

K)] 
kpt = effective thermal conductivity of T^ = 

fluid [W/(m K)] 
k„ = stagnant effective conductivity of T^ = 

porous medium [W/(m K)] Tg = 
ks = solid phase thermal conductivity u -
_ [W/(m K)] Mo = 

K„ = averaged turbulent eddy viscos- «„ = 
ity [mVs] 

KsT = effective thermal conductivity of 
solid phase [W/(m K)] 

ÂT- = turbulent eddy thermal conduc
tivity [W/(m K)] 

Da 
4A -

dp 
dS 

f-
(f)f-

similarity number in eddy vis
cosity boundary condition [-] 
turbulence mixing length [m] 
scale [m] 
porosity [-] 
averaged porosity [-] 
mean porosity [-] 
Nusselt number on the external 
wall [-] 
Nusselt number across the po
rous layer [-] 
pressure [Pa] and pitch in regular 
porous 2-D and 3-D medium [m] 
local Peclet number [—] 
Prandtl number [—] 
turbulent Prandtl number [—] = 
Km/Kr 
outward heat flux [W/m^] 
similarity number in the bound
ary conditions for temperatures 
[-] 
heat conductivity parameter [-] 
Reynolds number of pore hy
draulic diameter [-] 
particle Reynolds number [-] = 
udp/v 
specific surface of a porous me
dium dSjAO [1/m] 
characteristic scale for a specific 
surface [1/m] 
cross flow form specific surface 
[1/m] 
mean specific surface [1/m] 
temperature [K] 
characteristic temperature for 
given temperature range [K] 
convective fluid temperature scale 
in the porous layer [K] 
mean convective fluid tempera
ture across the porous layer [K] 
averaged over Afi^ temperature 
[K] 
wall temperature [K] 
reference temperature [K] 
velocity in x-direction [m/s] 
mean velocity in the layer [m/s] 
velocity outside of the momen
tum boundary layer (at the center 
of the porous layer) [m/s] 

Vp = Darcy velocity [m/s] 
w = velocity in z-direction [m/s] 

Subscripts 

e = effective 
/ = fluid phase 
i = component of turbulent vector 

variable 
k = component of turbulent variable 

that designates turbulent "mi-
croeffects" on a pore level 

L = laminar 
m = scale value 
r = roughness 
s = solid phase 
T = turbulent 

Superscripts 

~ = value in fluid phase averaged over 
the REV 

- = mean turbulent quantity 
' = turbulent fluctuation value 
* = nondimensional value 

Greek Letters 

UT = averaged heat transfer coeffi
cient over dS„ [W/(m^K)] 

a-r^m = mean heat transfer coefficient 
across the layer [W/(m^K)] 

arm = characteristic heat transfer coef
ficient scale [W/(m^K)] 

a, = heat transfer parameter 
[W/(m2K)] 

a„, = heat transfer coefficient at the 
wall [W/(m'K)] 

AO = representative elementary vol
ume (REV) [m'] 

AOf = pore volume in a REV [m^] 
AO, = solid phase volume in a ELEV [m ]̂ 

a,, = turbulent coefficient exchange 
ratio KjKt, [-] 

(7r = turbulent coefficient exchange 
ratio KJKA-] 

(I = dynamic viscosity [Pa s] 
V = kinematic viscosity [m^/s] 
p = density [kg/m'] 
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Fig. 1 Typical and actual flow and porosity properties In a porous layer: 
1-2 typical profiles, 3-4 actual profiles 

bulent transport statement set was considered here for the case 
of turbulent flow in a highly porous layer (Fig. 1) combined 
with a two energy equation model. The transfer equations for 
each of the phases are used with some simplification, deter
mined by the turbulence order and medium regulamess (Trav
kin and Catton, 1992b). 

The REV in the porous layer is defined as the volume con
tained in a plane rectangular region parallel to the subsurface 
or a disk whose horizontal dimensions are far greater than 
characteristic dimensions of obstacles and infinite in one trans
verse direction. In the vertical direction perpendicular to the 
subsurface, the REV thickness is considerably smaller than that 
in the horizontal directions. The structure of selected REV forms 
is dictated by features of the highly porous layer medium and, 
specifically, by the length of its scales in different directions. 
Similar modeling assumptions about the macrovolume ortho-
tropy, in the course of averaging, have been made (Whitaker 
1967, Immich 1980) on the basis of specific features by posing 
the problems from a physical standpoint. The equations for 
turbulent boundary transfer in a porous layer under steady-state 
conditions and with penetration through an interface which were 
derived by Scherban et al. (1986) and augmented by Travkin 
and Catton (1992a,b,c) can be simplified to the following (see 
Appendix A) 

- ((m)fl) + - ((m).^) + — 
bx dz Ml 

) • d5 = 0, I {ilj -t- H, 

- die - du u f 
a — {m)w — - - 7 : («/ + M,) • dS 

dx dz An J „ 

- - - ({m}p) + - Km) (-uM)] + {m)F, ~ 
p dx dz 

d .., I f I f 

dz Afl . 

1 r 
— uiu': -dS, 1,3. (1) 

The term with F, will specifically reflect the impact of mi-
croroughness and augment the previous level of the simulation 
hierarchy. The importance of this roughness has been shown 
by many authors. A one-dimensional model, under steady-state 
conditions and other simplifications, with no flow penetration 
through a5„„ for a homogeneous stream, described in the works 
by Travkin and Catton (1992b,c). 

3 Development of Closure Models for Some 
Regular Capillary and Globular Kinds 
of Porous Media 

There exist two main approaches to the development of clo
sure models for non-Darcian or turbulent two-phase transport 
equations in highly porous media. It is implied that these equa
tions are properly derived, yet they are now in doubt. The first 
approach is to develop an appropriate turbulence model. The 
second is to treat the numerous integrated and covariant terms 
in averaged transport equations. 

To deal with uncertainties in determining and modelling ef
fective coefficients in each phase, more fundamental devel
opments are required. Among the problems that remain be
yond the development of quantitative approaches, is, more 
importantly, the development of a general approach that can 
account for real differences between the structural and physical 
properties of each of the porous medium components. In most 
cases, researchers have not clearly described the simplifying 
assumptions they used to obtain the averaged equations and 
transport coefficient models. For example, models for trans
port coefficients are derived without any real consideration of 
the medium morphology or the introduction of a different av
eraging technique. According to a common and well-known 
approach, the simplest porous medium morphological models 
are the following 

(A) Capillary (porous) models: 
1. A bundle of parallel tubes, all of the same diam

eter, d. 
2. A bundle of parallel slits, all of the same width, h, 

embedded in a solid, including numerous variations 
of the parallel tube and slit model. 

(B) Globular morphology models: 
1. A set of one size beads (spheres) uniformly or non-

uniformly placed in a fluid—this model is known 
as the "dusty-gas" model. 

2. A sets of parallel tubes, having definite distributions 
of diameter and spatial parameters. 

All of the foregoing morphology simplifications have been 
exploited for laminar fluid flow (see, for example Kheifets and 
Neimark, 1982; Dullien, 1992 and other's successive works). 
Closure models have been achieved for turbulent flow in po
rous media and for diffusion models when fluctuations are ig
nored in the works by Travkin and Catton (1992a,c; 1993) and 
Gratton et al. (1993). The fundamental distinction between the 
resistance models presented in these works and those exploited 
before is the second power of velocity in all additive terms 
and for either laminar or turbulent regimes. The closure model 
is simple and presents a clear physical problem statement as 
well as incorporating three additional terms. The velocity power 
difference can be determined by another initial approach and 
consequently another initial set of equations along with the 
natural closure procedures considering a realistic assumption 
of the morphology structure of porous medium. In section 4, 
it will be shown that most experimental correlations can be 
related to the present work. Watanabe (1989) obtained a sim
ilar second power result for pressure drop dependence for 
granular packed beds when he used the drag force law for a 
single isolated sphere to derive the pressure drop formula for 
beds. It is an example of an attempt to accurately take into 
account the assumed morphology of a porous medium while 
evaluating it's numerical characteristics. 

4 Transport Coefficients for Definite Kinds 
of Medium Morphology 

In recent years, determination of effective transport coeffi
cients has received considerable attention by researchers who 
are studying the transport of heat (or a conservative solute) 
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through fully-saturated porous media by advection and diffu
sion. Georgiadis and Catton (1986) showed that the Forchhei-
mer-Brinkman extended model could explain the divergence 
of the Nusselt versus Rayleigh number data in terms of a new 
parameter which depends on the porous medium Prandtl num
ber and the ratio dfL. The "effective" thermal conductivity of 
the medium was identified with its "stagnant" value obtained 
under no-flow conditions. In view of certain discrepancies be
tween predicted and measured Nusselt number values for the 
porous Benard problem, Georgiadis and Catton (1987) revised 
the constant conductivity model. They used a single energy 
equation with an "effective" thermal conductivity expressed 
as a linear function of the local Pe number 

fc = /:„ -t- cPe. (2) 

Here it should be noted that linearly combining the second 
term with the stagnant mix thermal conductivity is an over
simplification of the physics. 

In considering a porous medium canonically formed from 
tubes and slits, we will review some existing theoretical der
ivations and unify the various points of view and conclusions. 
One type of porous media will be considered with its various 
mathematical incarnations for the flat porous layer momentum 
equation. Momentum equation given by Vafai and Kim (1989), 

b\{m)u) (m) _ , {mf F _-,.}_ dp 

jx dx 

(m) _ {mf . 
— u H —: u + 

Poulikakos and Renken (1987) 

ŜM 1 A{z) 

(3) 

dr 

and by this work 

d 

dz 

K(z) 
•u + 

1 dp 

vpfdx 
(4) 

du 
{m}—-

dz 
- I r c + . 1-2 ^ ± M / 

2v vpf dx 

ip)f = {m}p. (5) 
for the laminar regime momentum equation are considered. 
Further, drag resistance relationships derived from these equa
tions for the middle part of the channel where the porosity is 
constant are, Vafai and Kim (1989) equation 

dp 

dx 

u. F 
{m}u + pf{m(z)f —7; u^ 

Poulikakos and Renken (1987) equation 

dp p, 

dx K(z) 

as well as the Ergun 's (1952) relation 

Ap dp p 

dx K(z) 
{m(z)}u + PfAiz) {m{z)) u 

(6) 

(7) 

(8) 

and that obtained from this work for the laminar regime (tur
bulent or combined regime Q should be calculated accordingly 
to the closure schemes) 

dp 

dx 

where 

S„{z) 

{m(z)) 

PfO^ 

Crf 
{m{z)) ^-D-(9) 

Cd- CfL + Cjp 

is drag resistance coefficient in a porous medium. These cor
relations of drag resistance can be evaluated for packed beds 
by noting that the last expression is the experimental relation

ship for pressure drop in packed beds 

^ = / , 
L •' \{m) 

Pfi/ 

2 
(10) 

It can be seen that a good approximation for nearly-constant 
or large-scale nonuniform porosity is given by 

Q = / , (11) 

w h e r e / i s taken from experimental correlations. It is easy to 
see that this approximation for resistance forces is restricted 
by variability of the morphology functions m{x}, 5„ and others. 
Ergun's relation in terms of the previous formulae will be 

where 

L ^H{m)l 2 ' 

fER = + B, A = 33 .33 , B = 0 .583, 
Re^i 

(12) 

and for spherical particles 

Re , , 
2 (m) udp 

3 (1 - (m)) V 

These parameters are very close to those of the Klenov and 
Matros (1990) correlation with/I,; , = 36.3 and fi,, = 0.45 for 
spherical particles and A ^ = 37.6 and B^H = 0.585 for cylin
drical particles. The formula for drag resistance of a spherical 
particle bed derived from Watanabe (1989) results in a drag 
resistance coefficient that corresponds to the present notation 

/ . = c,p,25(l - { m ) ) / 1 2 = Q,„, (13) 

where c^pi, is the drag resistance coefficient of a single isolated 
bead of diameter dp. The drag resistance coefficient derived 
from the correlations of Fand and Thinakaran (1990), for a 
large range of Reynolds numbers 

10" ' < Re,pi, = dpu/v < « O(IO'), 

0 , / , = / / , = 2A/(9Re, , ) + B / 3 , (14) 

where A and B are given by Fand and Thinakaran (1990). The 
drag resistance coefficient for spherical particles in the Darcy 
regime is 

^dai = /d„ = 42.72/Re,; , . (15) 

These relationships were used in the modeling procedures 
as well as the ideal parallel pores morphology model (see 
Travkin and Catton, 1992a,c) resistance coefficients for rough 
pores and rough flat surfaces developed by Taylor et al. (1985). 

To evaluate the heat transfer coefficient using various known 
methods it is helpful to start with the analysis done in the re
view papers of, for example, Kaguei et al. (1983). Kokorev 
et al. (1987) established an interesting correlation between drag 
coefficient and heat transfer coefficient for turbulent flow in 
porous medium that contains only one empirical (apparently 
universal) constant. On the basis of this relationship, a concept 
of fluctuation speed scale of movement, is used to determine 
an expression for the heat transfer coefficient 

a r = 7 (0.14 ( Q R e ? , ) ' / W / ' ) . 
d„ 

(16) 

The many heat transfer expressions given in the Heat Ex
changer Design Handbook (1983) and based on the use of a 
single sphere heat transfer coefficient for the porous medium, 
were used in this work as well. Direct simulation of variable 
morphology functions for regular spherical beads packing is 
explained in a paper by Gratton et al. (1993). 
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5 Numerical Method of Equation Solution 

The governing equations (Travkin and Catton, 1992a) are 
cast into dimensionless form using the following scales 

mo I z^ap^\ _ 2 

Pfdx/ 

T = 
2mQo 

KT,„ 
K. mm ^m' ^ml^mi Kf, KnimCpfPf, 

_ 6(1 - WQ) _KTm _ 2U,„ 

dp Z,f, UQ 

The scaled governing equations are 

d 
{m*)K* 

dz* 

where 

a«*\ d ( db* 
K*\ — + — \Kt 

\dz* I dz* \ dz* 

2K„ 

~ Q , „ C ^ i , ^ M A 4 , 

1 

mo' 

+ CaA —— U* 

(17) 

(18) 

• 

• 

• 

• 

• 

"•'X 

/ • • ' 

J 
\ 

i 

>J 

/ 
'• 

\ / -

vl, 

db*^"" 

dz* 

\{m*) 
b* 

BiK*i — C i • •, 

dz* K* 
(19) 

where 

K„ = B, = 
' mZmS 

I T ' 
UmTaO-T 

Kt = 

K* = C\'*l(z*)b* 1/2 

{m*)u*(z*) • 
dTf*(x*, z*) 

dx* dz* 
Kf (m*) 

(Tb Z,„U, 

dT* 

(20) 

dz* 

Fig. 2 Influence of porous medium morphology structure on the ve
locity u*, kinetic energy b', and drag resistance c;, in tube morphology 
model: A, = 1.25; Ca„ = 0.025; S, = 37.4; K„ = 0.0842; spherical beads 
model: ĉ m = 279.5; and the same other similarity numbers, indexes: 
t—tube model; p—spherical particles model 

tions. Solutions for the equation set were obtained mainly us
ing finite difference methods described in papers by Travkin 
(1981, 1984, 1985). The finite difference schemes have in
corporated a special local augmentation to deal with both nu
merical dissipation and diffusion. Solutions of the set of equa
tions are sought using an uneven gridding and discontinuous 
coefficients. The last implementation is desirable because one 
can treat the highly variable or random coefficients in the 
equations. Most of the calculations were performed using 201 
nodes across the layer. Comparisons of 200 node calculations 
with 401 and 501 nodes show local difference to be less then 
1-3 percent. The Nusselt number at the wall is defined 

+ a*S*[T*(x*, z*) - Tf{x*, z*)], (21) 

where 

{m*) = </n*(z*)), a* = «*(«*, m*, S*), S* = 5*(z*), 

Nu,„ = 
dT 

dz) (r„ - 7>,„), 

and 

and inside of the porous medium 

Nu, = aT{z)h/Kr{z), 0 < z 

(25) 

(26) 

d 

dz* dz* 
- otj-S* [T* 7} ] (22) 6 Results and Discussion 

The scaled boundary conditions are 

z* = 0: M* = 0, K*l,^^o = K„, 

dT* 

dz* 
= -K: 

dT* 

du* 
z* = h*: — = 0 , 

dz* 

•^^Sz* 

db* 

Qo 
" Qw2> Qwl ~ 

z» = +0 CpfPfUi„I ,„ 

dT* dT* 
= 0, — = 0, = 0. (23) 

dz* dz* dz* 

Both the scaling and the thermal transfer boundary condi
tions influence the general model equation structure. The same 
similarity number appears in the boundary conditions for the 
second temperature Tf. It is apparent that the main similarity 
numbers influencing the flow regime solution are the drag re
sistance similarity number C^m and morphology number A4. 
The value of the mixing length calculated using the porous 
medium "effective" pore scale was taken 

/4{m(z))\ 

5,.(z) 

l(z)=Uz), 
4(m(z)) 

Wz) • 
(24) 

The set of governing equations consists of highly nonlinear 
second-order ordinary and partial parabolic differential equa-

The thermophysical properties an air-steel porous media were 
chosen for numerical simulation with temperature boundary 
similarity number g.^j scaled as 1. The regular and random 
porous structure of spherical packing were introduced by tak
ing the coefficient correlations, while the mathematical state
ments in Eqs. (18)-(23) were developed with the respect of 
only regular particle locations. At the present time, there is 
little reliable data showing the difference between regular and 
random and regular (periodic) structure of the porous medium 
granules. For most of the calculated results the differences be
tween the experimental pressure drop for spherical randomly 
located particles and the present work using experimental drag 
resistance correlations were less than 1-3 percent due to the 
overall bulk character of the experimental correlations. Figure 
2 presents comparisons of some profiles for tube and nonstruc-
tured porous medium morphology models. It can be seen that 
it is inappropriate to use canonical morphology models as sim
ple as regular straight tubes to represent a highly porous media 
morphology. 

Figure 3 shows the profiles of drag resistance coefficient for 
different porous medium morphology. The difference in an ad
mitted morphology structure resulted in four order change of 
magnitude of the resistance similarity number Q,,, and conse
quently resulted in big differences in the temperature and Nus
selt numbers. The Nusselt numbers as well as temperatures of 
the solid and fluid phases and other characteristics along the 
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Fig. 3 Influence of porous medium morphology structure on the fluid 
temperature and local Nusselt number across the layer (see Fig. 2 for 
Indexes) 
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Fig. 5 Influence of porosity value on the characteristics of regular 
spherical beads porous medium morphology (see for indexes and sim
ilarity numbers Fig. 4) 
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Fig. 6 Comparison of 2- and 1-temperature (TT, /(f.i) models: mo = 0.8 
(see Fig. 4 for similarity numbers) 

channel are seen to depend strictly on the drag resistance, Ca„, 
and morphology, A4, functions (see Figs. 4 and 5). These fig
ures present the influence of varying the porosity value for 
regular spherical packing. Generalization of experimental 
measurements of the effective thermal conductivity of fluids 
in a porous medium are given by Aarov et al. (1979) 

kf,e = Ke^PfCpfid,!,, K,, = 0.07 - 0.11. (27) 

The experiments by Kharitonov et al. (1987) showed that 
K„ = 0.075 ± 0.009 for water in the range Re.^ = 11-1500. 
The coefficient of effective thermal conductivity in a fluid, 
calculated as the coefficient of turbulent eddy thermal con
ductivity in this work. 

He mo{Kj + kf). (28) 

yielded values within ten to twenty percent without modifi
cation of any important constants Ci nor the value of the mix
ing length. The initial value of the first was taken from bound
ary layer theory, whereas the second is the simple "effective" 
pore diameter in a regular spherical porous medium. There are 
three theoretical investigations, that are close to the present 
work mathematical statement for low velocity regime. All are 
analytical solutions. In the paper of Plakseev and Kharitonov 
(1988), a two-temperature model for a porous layer is solved 
for constant coefficients with an assigned heat flux on one wall, 

a restricted Il-d kind boundary conditions on the other wall, 
and a constant value of velocity along the layer. In the work 
of Vafai and Kim (1989) (see also Vafai and Thiyagaraja, 1987) 
primary interest was paid to an approximate analytical solution 
of the momentum equation with constant coefficients. The an
alytical solution for the combined momentum equation of Va
fai and Kim (1989) was compared to the mean values of ve
locity and gave the difference less than 3 percent for slow 
regimes. 

Solution of the momentum part of the model statement, Eqs. 
(18)-(20), allows one to obtain an effective thermal conduc
tivity of the fluid. It was incorporated into the weighted value 
of the effective 1-temperature thermal conductivity of a ho
mogenized medium. In spite of large, and sometimes much 
larger effective thermal coefficients of conductivity in 1-tem
perature model, the values of the homogeneous temperature in 
a 1-temperature model were much smaller for the air-steel po
rous medium physical characteristics (Fig. 6). One should not 
be surprised by this result, because in models of the air-steel 
pair, analyzed in this work, the parameter 

a, = (^,^(1 - mo) &r^Sj'\ (29) 

is the mean coefficient of heat transfer and the maximum ca
pacity of the solid phase to extract energy to the fluid phase 
(Plakseev and Kharitonov, 1988), is much larger than the coef-
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Fig. 7 Comparison of velocity profiles for two models, similarity num
bers for present model: At = 2.66; c^m = 412; Bi = 10.04; K„ = 3.99 

ficient of heat transfer from the wall a„. The latter was cal
culated independently from the numerical results of this work 
and from the correlations of Kokorev et al. (1987) and Aarov 
et al. (1979). The magnitude of a, calculated in the present 
work for air-steel is a, = 0(10"), n = 1 - 2 and it means that 
almost all heat transfer from the wall is transferred by the solid 
phase. Also, according to Plakseev and Kharitonov (1988) the 
ratio n = KST{1 - ma)/kfo < 10 denotes that most of heat is 
transmitted to the fluid by means of the heat exchange inside 
of the porous medium not at its boundaries. Similar result was 
obtained by Vafai and Sozen (1990) for heat transfer with con
stant wall temperature in a packed bed formed by the pair Freon-
12-steel particles. 

The sensitivity of the present model to the morphological 
characteristics of the porous medium is quite evident while 
providing the basis for the next numerical experiments. Cal
culations using the local porosity and specific surface distri
butions for a regular spherical cubic medium were compared 
to similar calculations where the only difference is calculation 
of the overall drag resistance coefficient. Calculations using a 
Cj model that depends on the local porosity distribution func
tion were compared to the results of experimentally deter
mined Cj values for a single spherical particle. In the latter 
model, Q depends on the local particle Reynolds number over 
a wide range of Reynolds number dependent correlations. When 
used with the analytical local porosity and specific surface 
expressions, the model predicted oscillations in the main quan
tities, such as the drag coefficient and velocity distribution. 
The single spherical particle drag resistance model displayed 
both drag coefficient and velocity profile characteristics of beds 
with constant bulk morphology functions. It appears that while 
the first model uses the local morphology characteristic vari
ation dependence, the second consists of dependence of the 
drag resistance only on the bead diameter. More results on 
variation dependencies of porous medium morphology are given 
in an article by Gratton et al. (1993). 

The present results were compared with the numerical re
sults of Poulikakos and Renken (1987) for flow and heat trans
fer with constant coefficients inside of a porous layer. The 
differences shown in Fig. 7 (where the variant of that by Pou
likakos and Renken, 1987, is demonstrated with dimensionless 
parameters B = —(h'/(pv^))(dp/dx) = 10', dimensionless sphere 
diameter rf* = dp/h = 0.1, dp = 0.005m, mo = 0.37) are due 
to the differences of substantiation of the initial equations and 

particularly because of a rather contrary interpretation of re
sistance terms, as was shown in section 5 of this work. The 
mean characteristics of the comparison are relatively close, with 
differences being better observed in the boundary layer. 

7 Summary 

A nonlinear model for two-temperature heat and momentum 
turbulent transport is presented. All the coefficient models used 
and discussed in this work are strictly for assumed (or admit
ted) porous medium morphological models based on well de
scribed geometry. This approach shows that to model the mor
phology of a porous media, the coefficients in the equations, 
as well as the equation's forms itself must be consistent. The 
integral terms in the equations can be dropped or transformed 
depending on the porous medium structure, flow and heat 
transfer regimes. Developed closure approach allows one to 
obtain exact analytical closure dependencies for simple porous 
medium morphologies. Numerical analysis made with the help 
of parameters suggested by Plakseev and Kharitonov (1988) 
for heat exchange between wall-fluid, solid-fluid phases shows 
the impact of heat exchange correlations for a^, a„, r* and 
reveals the combinations of similarity numbers that depict al
most total heat removal from the wall by the solid phase for 
air-steel porous medium while an intense flow regime occurs. 
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A P P E N D I X A 
Turbulent transport equation set for the first level of hier

archy—in a pore was taken as next 

— = 0, (Al) 
dXi 

ditj dUj I dp 8 / dill \ 
— + «,— = --\- — {v—-uluj]+S^, (A2) 
dt dxj PfdXj dxj \ dxj I 

ST , df d / . . df \ 
— + Ui— = — { A(x, T,U)— = u'iV + ST, (A3) 
dt dx, dXi \ dXi I 

where T represent any scalar field (temperature) that might be 
transported into either of the porous medium phases, and last 
terms on the right hand side of (A2) and (A3) are source terms. 

This nonlinear set of equations has been averaged using de
veloped nonlinear averaging technique (Primak et al., 1986; 
Scherban et al., 1986; Travkin and Catton, 1992b). Formalism 
of equation averaging in heterogeneous media differ from of 
the known ones in the account of different scale fluctuations, 
in the second averaging models and also in the differential op
erators averaging. 

Turbulent quantities in the averaged equations are decom
posed as follows: 

f/ = f7 -(- M' = f/̂  -f- 7̂, -I- M; -I-«;, 
f7 = (7 + ii, a = u'r, (A4) 

where the index "A:" means for the turbulent components in
dependent of nonhomogeneities of dimensions and properties 
of the multitude of porous media channels (pores), and "r" 
denotes the contributions due to the porous medium inhomo-
geneity. Turbulent kinetic energy Eq. (19) and averaged equa
tion for mean eddy diffusivity (2()) complement and close 
mathematical statement for 2-D (b-1) turbulent transport model 
in highly porous medium with regular morphology. 
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Some new explicit solutions of the unsteady two-dimensional 
Navier-Stokes equations describing nonsteady stagnation-point 
flows with surface suction or injection are presented. The so
lutions have been obtained using a new approach for finding 
explicit similarity solutions of partial differential equations. As 
distinct from the common Birkhoffs similarity transformation, 
which permits only one form of an unsteady potential flow field 
and only one form of time dependence for suction (or blowing) 
velocity, the transforms obtained permit consideration of a va
riety of special solutions differing in the forms of time depen
dence. 

1 Introduction 
The solutions describing plane stagnation-point flows with 

surface suction or injection are of interest from both theoretical 
and technological points of views. Besides applications to the 
unsteady motion of bodies in fluids, which is important in many 
fields of aerodynamics and hydrodynamics, the significance of 
those solutions is enhanced by the fact that they satisfy the 
exact equations of viscous flow in two dimensions. The effects 
produced by withdrawing or expelling fluid through the body's 
surface also have numerous applications. 

The problem is reduced to the dimensionless Navier-Stokes 
and continuity equations with corresponding boundary condi
tions, as follows 

(1.1) 

(1.2) 

(1.3) 
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+ —̂  d/ 

(1.4) 

(1.5) 

where C is the suction parameter: C > 0 in the case of suction 
and C < 0 in the case of blowing. It is supposed that (p(0) 
= 1. 

The solutions of the problem (1.1)-(1.5) corresponding to 
unsteady two-dimensional stagnation-point flows were studied 
by Yang (1938) and by Rajappa (1979) with the use of the 
similarity transformation established by Birkhoff (1960) on the 
basis of group theory. The extensions to axisymmetric and three-
dimensional flows made by Williams (1968) and Cheng et al. 
(1971) are also based on Birkhoffs transform. Almost all of 
the existing exact similarity solutions of the unsteady Navier-
Stokes equations (see review of Wang, 1989) are of the same 
form. 

The solutions presented in this paper have been obtained 
with the help of a new approach for finding special explicit 
solutions of partial differential equations which was applied to 
the steady boundary layer equations in Burde (1994). The ap
plication of the approach to unsteady problems is more com
plicated as the additional independent variable appears. How
ever, the problem of finding nonsteady solutions having 
stagnation-point form is simplified due to the fact that one of 
the space variables is detached. Thus, practically the same pro
cedure as for the steady case is applicable. The method pro
duces solutions having some special forms but, in return, it 
allows new similarity reductions containing arbitrary functions 
of time. Thus, each such solution can represent any one of a 
variety of solutions of specific problems differing in the forms 
of time dependence permitted for the external flow and suction 
velocity. Though particular cases include solutions of Birk
hoffs form, in general, the solutions correspond to extended 
similarity reductions which can not be obtained either by di
mensional analysis or by the Lie group method (see discussion 
in Burde, 1994). 

2 Description of Method 

The solutions of the problem (1.1)-(1.5) will be sought in 
the following form 

u = i3it)x + xp{t)g'(r,), v = y/y(t) (2.1) 
V = -I3(t)y -{- y(t)[q(t) - /3(f)g(rj)] (2.2) 

(2.3) p = -(^72) W'(t) + p'it)] + Riv, t) 
Here and in what follows primes denote derivatives with re
spect to t in the jS, y, and q functions and derivatives with 
respect to rj in the g functions. The expressions (2.1) and (2.2) 
already satisfy the continuity Eq. (1.3). Substitution of (2.1)-
(2.3) into (1.1) leads to the relation 

{\/y')g"' + {P)gg" - (P)g'^ 
+ (.ih + /8)r)g" - (^)g" - ()87i3 + l^)g' = 0 (2.4) 

which plays the main role in the subsequent analysis deter-
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mining the function g(i7) and possible forms of the functions 
Pit), y{t), and q(t). The relation obtained by substitution of 
(2.1)-(2.3) into (1.2) serves for determination of R(rj, t). 

The usual analysis for possible similarity solutions requires, 
that (2.4) reduces to an ordinary differential equation forg(Tj), 
and this requirement inevitably leads to Birkhoff's transfor
mation. Below, a qualitatively different approach to the con
version of (2.4) into ordinary differential equations will be em
ployed. The point of the approach may be outlined as follows. 
The relation (2.4) is satisfied by dividing it into two or more 
relations by combining different terms. Choosing the functions 
P, y, and q in such a way that each of the relations obtained 
is reduced to an ordinary differential equation, one arrives at 
two or more equations for a single function g. If there exists 
a solution of such an overdetermined system, one can obtain 
a more general solution of the initial problem, since fewer re
strictions are imposed on the functions /3, y, and q. In the 
following we will consider some of the variants of reducing 
(2.4) to overdetermined systems and examine one of the re
sulting solutions. 

Restricting ourselves to the solutions for which 

/3 = - y / r (2.5) 

and assuming that 

^ = a,/3 + bjy" (2.6) 

-q = «2i8 + b2/y' (2.7) 

-ip'/p + 2/3) = a,p + b./y' (2.8) 

we arrive at a system of two ordinary differential equations for 
g(r}), namely, 

-g" + a,gg" + a^g" + a,g' = 0 (2.9) 

^" + b,gg" + b^g" + b,g' = Q (2.10) 

This overdetermined system is solved by the reduction g' = 
S(g) beginning from the first equation. Different types of so
lutions can exist depending on the values of the constants a, 
and bi. We will consider only one of the solutions which has 
the form 

g = -02- a^/B + D exp (Brj) (2.11) 

where the constants D, Oi, and a^ are arbitrary and the follow
ing restrictions are imposed on the values of the other con
stants 

a, = 1:^1 = 0 , ^ 3 = - M -B^ (2.12) 

Then the solution of the initial equations (1.1)-(1.3) is given 
by the formulas (2.1), (2.2), (2.11), and (2.7) in which the 
functions )3 and y are determined by the system of ordinary 
differential equations (2.8) and (2.5) and constants are spec
ified by the boundary conditions. 

This solution can be extended somewhat if one reduces the 
relation (2.4) to an overdetermined system of three differential 
equations. Assuming that the function q(t) can be represented 
in the form 

q = k,p + k2P'/p + ki/y' (2.13) 

where ki, k2, and 3̂ are constants, one arrives at a system of 
three differential equations for a single function ^(17), namely, 

-g" + gg"-2g' -kig" = 0 (2.14) 

k2g" + g'=0 (2.15) 

g'"-k,g"^Q (2.16) 

The solution of this overdetermined system has the same form 
(2.11) (with other constants) but the corresponding solution of 
the initial equations (1.1)-(1.3) appears to be more general 
since the function /3(r) remains completely arbitrary (the con
straints which were imposed on )3 by Eq. (2.8) are now ab

sent). Substitution of the expressions for g(,7]) and q(t) into 
(2.1) and (2.2) after satisfying the boundary conditions gives 
the final expressions for u and v, as follows 

u = X /3(0[1 ~ exp (—«iTj)] (2.17) 

V = (y/mXP'/p + p)- im/y) 
- (y/m)P[-1 + mrt + exp (-mr/)] (2.18) 

V = y/yit), y(t) = exp ("IH (2.19) 

where m is an arbitrary positive constant. The expression for 
the pressure obtained by substituting the expressions (2.17)-
(2.19) and (2.3) into (1.2) has the form 

P=Po- ixVlW + p") + (7,72)7037)' 
+ (r?/w)y [3/3' + 2p' - (P'/p + py - iPyY/y] 

+ (y^/3V2m')[8 exp (-mrj) - exp (-2»JTJ) - 7] (2.20) 

3 Some Particular Cases 

Consider some special cases of the formulae (2.17)-(2.20) 
corresponding to certain types of unsteady flows. First, we 
will take the function p (potential flow time dependence) in 
the form which is the same as that for solutions of Birkhoff's 
type. As distinct from Birkhoff's transformation, permitting 
only one form of similarity variable, the formulas (2.17)-(2.20) 
produce a set of solutions with different forms of the similarity 
variable, as follows 

/3 = / ( l - A f ) , y = ( l - A O ' /A (3.1) 

where A is the acceleration parameter and the parameter / de
termines the type of the stagnation point: / = 1 for forward 
stagnation-point flow and / = - 1 for rear stagnation-point flow. 
The corresponding set of suction laws is given by 

<p(0 = M(1 - Ar) -'A 1+ A 
(1 - AO' i( ' /A)-l 

where 

iu, = 1/2 + [1/4 -I- (/ -f A)/C']'^' 

(3.2) 

(3.3) 

Particular cases are easily obtained from these formulas, as, 
for example, the following: y = 1/(1 + It), <p = I + It for 
A = - / and y = (1 - 2/f)'' '\ <p = (l - 2/0"'^^ for A = 2/ 
(Birkhoff's case). 

It is worth noting that the formulas (2.17)-(2.20) and (3.1)-
(3.3) include as particular cases the exact solutions of the 
blowhard problem when the velocity component normal to the 
wall is an order of magnitude larger than that usually expected 
in a boundary layer with no blowing. Under such circum
stances the boundary layer is blown off the body to form a 
shear layer containing the dividing streamline separating the 
outer potential flow region from the region of injected fluid 
near the wall. The problem of hard blowing for the unsteady 
oncoming flow of the stagnation-point type was treated ap
proximately in the work of Rajappa (1979) where an asymp
totic solution for \C\ —»00 was sought. Our solutions are valid 
for any values of the parameter C and thus do not require sep
arate treatment of the blowhard problem. Typical streamlines 
of the flow field corresponding to the particular case of the 
formulas (3.1)-(3.3) are shown in Fig. 1. The explicit form 
of solutions also allow us to obtain explicit formulae describ
ing the behaviour of the distance of the dividing streamline 
from the body surface versus time and the suction parameter 
C for any particular case. 

Let us consider another special case of the general solution 
(2.17)-(2.20) when the external potential flow is steady-state 

190/Vol. 117, MARCH 1995 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.109. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



>^1• ^" -^^^"~^ - -^^^— 

(7^^ 

where 

0 
X 

Fig. 1 Streamlines of the unsteady flow field at f = O for the solution 
given by (2.17)-(2.20) and (3.1)-(3.3) for / = 1, A = 2 and C = - 2 

so that the flow near the surface is unsteady only due to a 
variable suction velocity. Such a solution obtained from (2.17)-
(2.20) by setting P = I (forward stagnation point flow) cor
responds to the suction law of the form 

(p = (2/C) sinh (t - r*), r* = -In (m) (3.4) 

C/2 + (CV4 + 1) (3.5) 
The law of suction (3.4) implies that the solution describes the 
flow for which blowing with decreasing velocity is changed 
by suction with increasing velocity beginning from f = <*• One 
can also obtain a rear stagnation-point counterpart of this so
lution. 
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